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PREFACE

The First National U.S. Fish and Wildlife Geographic Information Systems
Workshop was held June 4-7, 1990, in Fort Collins, Colorado. The workshop was
sponsored by the National Ecology Research Center (NERC). Registered
participants numbered over 100 and were representative of a wide array of
programs in the Service.

The workshop provided a forum for Geographic Information Systems (GIS)
users to exchange ideas and applications directly related to Service research
and resource management activities. In addition, participants had an
opportunity to contribute to the formation of a GIS implementation strategy
proposal. This proposal will be based on the concerns raised and ideas
generated at the facilitated workshop, and will be submitted to the Director
of the Service for his consideration. Results of the facilitated workshop
will be incorporated into a draft strategy proposal, which will be distributed
to participants for comments.

The proceedings for the workshop are organized into two sections.
Section I includes introductory presentations, an agency report, and summaries
of the panel discussion and facilitated session. Section II consists of
papers presented at the workshop that were submitted by the authors for
inclusion in the proceedings. All papers and introductory presentations are
reprinted as submitted, and have not been edited by the compilers. Appendixes
to the proceedings include a list of the poster presentations, handouts from
the training session, results of a GIS questionnaire, and an outline of group
reports from the facilitated session.

Opinions and recommendations expressed in the proceedings for the
workshop are those of the authors and do not necessarily reflect the views of
the Service, nor does the mention of trade names constitute endorsement or
recommendation for use by the Federal Government.
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AGENDA

FIRST NATIONAL U.S. FISH AND WILDLIFE SERVICE

GEOGRAPHIC INFORMATION SYSTEMS WORKSHOP
FORT COLLINS, COLORADO
JUNE 4-7, 1990

MEETING ROOM - MARRIOTT HOTEL CENTENNIAL BALLROOM

**% MONDAY, JUNE 4 ***

TRAINING

10:00 a.m.

INTRODUCTION

Management Qverview of Geographic Information Systems

Joseph K. Berry, Professor, Colorado State University
Fort Collins, Colorado

1:00 p.m.

1:15 p.m.

Keynote Address
Douglas Crowe, Special Assistant to Director
Opening Remarks: Logistics, Agenda, Objectives

Frank D’Erchia, National Ecology Research Center
Fort Collins, Colorado

PAPER PRESENTATIONS

Moderator - Frank D’Erchia, National Ecology Research Center

1:30 p.m.

2:00 p.m.

Fort Collins, Colorado

Modeling Species’ Distributions and Identifying Conservation
Priorities with a Geographic Information System

Bart R. Butterfield, J.M. Scott and B. Csuti
Cooperative Fish and Wildlife Research Unit, Region 8
University of Idaho, Moscow, Idaho

Combined Use of Image Processing and Geographic Information
System Technology in Wildlife Management

Deb Southworth, Refuges and Wildlife, Region 3
Twin Cities, Minnesota



2:30 p.m.

3:00 p.m.
3:30 p.m.

5:00 p.m.

Map Preparation and Cartographic Requirements for Map
Digitizing

Barbara White, National Ecology Research Center, Region 8
Fort Collins, Colorado

BREAK

Replacing Rip Cards with a Geographic Mapping System at
National Wildlife Refuge Field Offices

Michael Long, Refuges and Wildlife, Region 6
Denver, Colorado

Social - Cash Bar (Marriott Hotel Ganders Lounge)

oxx TUESDAY, JUNE 5§ ***

PAPER PRESENTATIONS

Moderator - Bob Waltermire, National Ecology Research Center

8:30 a.m.

9:00 a.m.

9:30 a.m.

10:00 a.m.
10:30 a.m.

11:00 a.m.

11:30 a.m.

Fort Collins, Colorado
The Acquisition Priority System in Alaska

Greﬁ McClellan and D.G. Jerry, Realty, Region 7
Anchorage, Alaska

Automating the Land Acquisition Priority System in Alaska
Using a Geographic Information System

Barry Dearborn and [.J. Wylie
Information Resources Management, Region 7
Anchorage, Alaska

Analysis of Forest Composition and Interspersion for Moose and
Black Bear ‘

Pat Webb and Art Allen

Nationa].Eco]ogy Research Center, Region 8

Fort Collins, Colorado

BREAK

GIS Applications on the Bear River Migratory Bird Refuge Utah

Harvey Whitmier, Division of Realty, Region 6
Denver, Colorado

GIS and Remote Sensing Applications on Region 5§ Central Zone
Refuges

Bil1l Leenhouts, Central Refuges, Region 5
Barnegat, New Jersey

LUNCH



1:00 p.m. Habitat Evaluation and Management Strategies Using GIS
Warren Mangus, National Ecology Research Center, Region 8
Fort Collins, Colorado

1:30 p.m. Desktop Mapping for Fish and Wildlife Field 0ffice Use
Ron Osborn, National Ecology Research Center, Region 8
Fort Collins, Colorado

2:00 p.m. Integrated Information Technology for Natural Resource

Management

Don 0. Hunter, National Ecology Research Center, Region 8
Fort Collins, Colorado

2:30 p.m. GIS at the Charles M. Russell National Wildlife Refuge

Randy Matchett, Charles M. Russell NWR, Region 6
Lewistown, Montana

3:00 p.m.  BREAK
3:30 p.m. 3qgk Numbers Estimated from Ground Counts, GIS Data and Aerial
ideo

Lewis M. Cowardin, Northern Prairie Wildlife Research Center
Region 8, Jamestown, North Dakota

4:30 p.m. Poster Session

**% WEDNESDAY, JUNE 6 ***

PAPER PRESENTATIONS

Moderator - Frank D’'Erchia, National Ecology Research Center
Fort Collins, Colorado

8:30 a.m. Caribou Movements in Relation to Development Infrastructures

Christopher Robbins and Dave C. Douglas
Alaska Fish and Wildlife Research Center, Region 8
Anchorage, Alaska

9:00 a.m. Use of GIS Technology in Addressing Issues in the Gulf of
Mexico

James B. Johnston, Floyd Stayner and Mary Watzin
National Wetlands Research Center, Region 8
Slidell, Louisiana

9:30 a.m.  Status of Geographic Information System Use by the Fish and
Wildlife Service in Region 1 and Plans for the Future

Chuck Houghten, Resource Division, Region 1
Sacramento, California
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10:00 a.m. BREAK

10:30 a.m. Utilizing Geographic Information Systems in Aquatic Resource
Management

Chris 0’Bara and Anita Bailey
Tennessee Cooperative Research Unit, Region 8
Tennessee Technical University, Cookevi le, Tennessee
11:00 a.m. U.S. Fish and Wildlife Service Agency Report - GIS Strategy

William T. Brooks, Information Resources Management
Region 9, Washington, DC

11:30 a.m. LUNCH
1:00 p.m. Panel Discussion
2:30 p.m. GIS Facilities Tours:
° National Ecology Research Center
o Colorado State University GIS Lab
(Limited Sign-up at Registration Desk)
5:30 p.m. Western-Style Barbecue (Marriott Hotel OQutdoor Deck)

(Dinner and Entertainment Provided - Cash Bar)

% THURSDAY, JUNE 7 ***

8:30 a.m. Facilitated Geographic Information Systems Workshop

Jack Hicks, National Ecology Research Center
Fort Collins, Colorado

11:30 a.m. Closing Remarks




TOUR AGENDA

NATIONAL ECOLOGY RESEARCH CENTER GIS FACILITIES TOUR, JUNE 6

3:00 - 3:05 p.m.

Group 1

3:05 -
3:20 -
3:35 -
3:50 -

Group 2

3:08
3:20
3:35
3:50

1
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Computer Facilities - Tammy Fancher

Photo Interpretation Lab - Tom Owens and Larry Robinson
Digitizing - Randy Black

GIS Analysis Demo - Bob Waltermire

Advanced Technology Assessment Section Demo - Don Hunter

GIS Analysis Demo - Bob Waltermire

Advanced Technology Assessment Section Demo - Don Hunter
Photo Interpretation Lab - Tom Owens and Larry Robinson
Digitizing - Randy Black




KEYNOTE ADDRESS

By

Doug Crowe
Special Assistant to the Director
Washington, D.C.

First off, let me convey to you my support, and more importantly, the
support of Director Turner, in attaining your objectives this week. Beyond
the obvious benefits of sharing your collective experiences and comparing
methodologies and techniques, you have a unique opportunity. I believe you
are operating in a unique environment as far as what’s going on in the world
at large with the rebirth of an environmental conscience, and in the Fish and
Wildlife Service’s current efforts towards focusing on a horizon and deciding
where it is this organization is going to head in the conservation of the
Nation’s fish and wildlife resources.

Within that context, you have then a very real opportunity to help shape
the future of the Fish and Wildlife Service by providing effective
decision-making tools and seeing that those tools are actually used in making
resource management decisions. There are a number of success stories you will
hear during this workshop.

I was recently at the National Wetlands Lab and I think the National
Wetlands Inventory is perhaps the best example that the Department of Interior
has of using Geographic Information Systems in monitoring progress towards a
national goal: no net loss of wetlands.

The National Ecology Research Center also has provided Teadership and
support to a wide variety of agencies and organizations in collecting,
analyzing, and displaying spatial data. The cooperative efforts of the Alaska
Fish and Wildlife Research Center and the Alaska Regional Office over the past
few years have resulted in an effective and innovative GIS center, which now
supports a wide variety of Service activities.

Obviously, much has already been accomplished. Given the Service’s
extensive involvement in the development and use of spatial data analysis
tools and techniques, I believe we’ve reached the point where it is safe to
say it is no longer in the experimental phase. The time has come to integrate
the use of this technology into daily operations.

Your challenge this week is to begin the process of developing a
strategy to accomplish this integration. This is no easy challenge. The
Service’s primary mission is the conservation of fish and wildlife, but our
various objectives range from enforcement of the laws and regulations
pertaining to game management and endangered species, all the way to the
effects of environmental contamination. In this capacity, as we make
decisions and develop positions, we increasingly find there are few absolutes.
Compromises have to be made, and understandings reached. There are many
diverse interests in which we work and to whom we are accountable. In winding
our way through that complex morass, we often find our best tool is
information. Information that is timely. Information that is accurate.
Information that is readily available.



In this context, I find that in this business the vast majority of the
decisions that we make rest upon the answer of just two questions: Where is
it and how much is there? Whether it is wildlife habitat or the critters--
fish and wildlife--that depend upon that habitat, management strategies are
devised and decisions are made with those two parameters as their foundation.
Where is it and how much is there? Given that those two questions are crucial
to resource management decision-making processes, a third factor hangs around
the neck of this profession 1ike a millstone. Is this information available
to the people making the decisions?

In the everyday crunch of business, which seems to constantly
accelerate, decisions have to be made when their time has come. Increasingly,
there is no putting it off. No waiting until we gather more information or
analyze what information we have. Sound biological data are available in
concise and readily accessible terms. Those data will be used. 1If not, the
decisions are made anyway. It is not a matter of choice. Like it or not,
that is the way the world works.

With this in mind, we need to ask ourselves if we are doing the best job
possible in providing accurate and timely information to support those
decisions. My answer is "no" we are not. Given the complexity of the issues
we face and the budgetary constraints in which we must work, I cannot be
critical, and am not critical, of individual efforts of field biologists and
support personnel. We must, however, reevaluate the tools we use, the
methodologies we employ in the use of these tools, and the process of
conducting research, evaluating habitat conservation measures, protecting
endangered species, and all the other myriad jobs we’re expected to
accomplish. We must view the information we collect as an invaluable
commodity: the foundation for decision making in all of the things that we do
and the base on which those who follow will build. Unfortunately, much of
this commodity is allowed to languish in unusable form and, therefore, never a
real factor in the decision-making process. Beyond the printed document, or
published paper, and the occasional personal data base, we have made few
provisions for means to uniformly organize, store, retrieve, and depict this
information, nor have we made provisions to ensure its utilization as a basis
for the formulation and implementation of management strategies.

In the words of Strother Martin in the old Paul Newman movie Cool Hand
Luke, "What we have here is a failure to communicate." With that in mind, on
the closing day of this workshop you will have the opportunity to participate
in the process of defining a strategy for the integration of GIS, spatial data
collection, and analysis techniques into the operations of the Fish and
Wildlife Service. I challenge you to do more than that. [ challenge you to
go one step beyond that and see that the strategy is actually used to improve
our decision-making capacity and enhance our effectiveness as advocates of
fish and wildlife resources. I can guarantee that seeing your strategy
implemented will be a much more difficult task than devising the strategy.
But you can do it and, if you are to be effective, you have to do it because
this is America. In the words of Lee laccoca, with which I will close,
“Nothing happens, until somebody sells something."




So get out there and sell it because you are the wave of the future.
You are the data base managers upon which good decisions should rely. Let’s
see it implemented. I look forward to seeing your strategy at the end of this
conference and I urge you to include as part of that strategy your sales
brochure for how you will see this implemented in the Fish and Wildlife
Service at large. |

Thank you.



OPENING REMARKS

By

Frank D’Erchia
National Ecology Research Center
Fort Collins, Colorado

As many of you are aware, geographic information systems (GIS) are being
used by almost all federal government agencies and most have a strategy of
some sort. The U.S. Geological Survey (GS), Bureau of lLand Management (BLM),
Environmental Protection Agency (EPA), Bureau of Indian Affairs (BIA),
National Park Service (NPS), and the Forest Service (FS) have developed
strategies with long-range plans, not to mention commitments of large sums of
money to back their efforts. Several agencies have developed Congressional
initiatives to procure and support GIS efforts. Proposals for GIS
procurements by BLM and FS together total about $500 million, and the EPA and
GS have procurements out for GIS hardware platforms.

The Service was one of the first agencies to recognize the usefulness of
GIS in land management. An effort in the late 1970’s combined the resources
of several government agencies to apply GIS technology to manage the resources
in northwestern Colorado. This led to the development of a GIS called the Map
Overlay and Statistical System (MOSS), which many of you are familiar with.
This system was initially developed at the National Ecology Research Center
(NERC), formerly known as the Western Energy and Land Use Team. NERC offered
training and applications expertise. Data were being digitized around the
clock in a frenzy to build extensive data bases at the request of a variety of
government agencies. GIS training workshops were conducted on a regular
basis, each one full to capacity. It appeared GIS was here to stay.
Unfortunately, the Service was in for a rude awakening.

By the early 1980's, other agencies began to develop their own GIS
strategies. BLM took over the support for MOSS. The other agencies began to
develop GIS strategies internally, many led by people trained at NERC. Data
base construction and training activities at NERC gradually slowed down and if
it wasn’t for a very dedicated and special person, Barb White {who we will be
hearing from later), GIS would have disappeared completely from NERC. ‘

You all have different reasons for being here. What is GIS and how can
it be useful to Service applications? Those of you new to this technology and
who were able to attend this morning’s class were given a brief overview of
the applications of GIS. The papers and posters presented this week should
help to make you aware of additional uses. Others may be here to learn of new
applications and take part in developing a strategy proposal. Whatever the
reason, it is clear that there is an interest in the Service to acquire and
use this computer technology.

On Thursday, we will hear a Service agency report and some thoughts on a
GIS implementation strategy by Bill Brooks, followed by a panel discussion
during which we will set the stage for the facilitated workshop the following
day.




Dr. Doug Crowe’s presentation left no doubt that we have the support of
the Washington leadership and should convey the message that the Service is
finally in a position to take the leap into GIS technology.

If you want to participate in the development of a GIS strategy for the
Service, I strongly encourage you to attend the workshop on Thursday.

A number of you have expressed concern regarding the bureaucratic
nightmare that could develop with a strategy. 1 agree there is always that
possibility, but we as an agency need to come to grips with the technology
before it overwhelms us! The results of the workshop, together with the
papers presented, will be distributed throughout the agency. This will be our
first opportunity as a collective group to express to management what is
desired in the way of support of this technology and how we would like it to
happen.

"There are those who make things happen, there are those who watch
things happen, and there are those who wonder what happened." We are here
this week to make things happen through transfer of technology, our combined
ideas, and the resulting report.

10



AGENCY REPORT

U.S. Fish and Wildlife Service’s GIS Strategy

By

William T. Brooks
Division of Information Resources Management
Washington, D.C.

While there is, at present, no robust Service-wide Geographic
Information Systems (GIS) program, significant efforts are underway throughout
the Service for using GIS. Major centers of GIS support and operational
activity include:

The National Ecology Research Center, Fort Collins, Colorado
The National Wetlands Research Center, Slidell, Louisiana

The National Wetlands Inventory, St. Petersburg, Florida

The Alaska Regional Office/Research Center, Anchorage, Alaska

In addition, the Service is represented on the Department of Interior
Digital Cartographic Coordination Committee (IDCCC). Claude Christensen of
the Washington Office Division of Information Resources Management (IRM) is
the Service’s representative to the Committee and I am the Service’s
representative on the IDCCC GIS Working Group. Through the IDCCC, the Service
maintains an awareness and involvement in the activities of other agencies and
the Department as a whole as they relate to spatial data projects and plans.
The Department is represented on the Federal Interagency Committee for
Coordination of Digital Cartography (FICCDC) by Lowell Starr of the U.S.
Geological Survey. Lowell also chairs the IDCCC.

The Division of IRM’s involvement to date in GIS Coordination and
Management has been primarily limited to the representation of the Service on
the IDCCC, the coordination of Digital Cartographic Products and Support
(i.e., OMB Circular A-16), and the review of ADP procurements relative to GIS
in excess of $50,000. 1RM is also required to perform management reviews of
the various centers in accordance with OMB Circular A-123 and other
regulations.

Although these efforts are necessary, they do little to provide for
those of you embarking upon the use of GIS to perform your jobs .in the field.
I am cognizant of that, as is Claude Christensen with whom I work closely
regarding this and other issues. Claude first proposed the development of a
strategic plan for GIS in June 1987, to the Service Directorate. While I
won’t get into the reasons why this proposal was neither accepted nor
implemented, it is obvious that we have been overtaken by events. Given the
lack of a strategy, the users of spatial data technologies have proceeded in
accommodating their requirements and have to a great extent been successful in
spite of us. We have now reached a point where you as users are telling us to
provide direction and guidance, and to solicit and obtain management support
of this program.

On the closing day of this conference, you will have the opportunity to

participate in a workshop and assist in describing where the Service is in
implementing these technologies and in defining where we should be in the

11



future. I have taken the liberty of outlining my thoughts regarding the
development of a Strategic Plan, which I will provide to you.

I Teave you with these thoughts. The issues are not whether we should
use ARC/INFO or MOSS, whether we should buy Apple’s or PC’s, or whether we
should standardize on UNIX or PRIMOS operating systems. These are only tools
used as means to an end. We need to define what our ends should be and let
these goals determine what tools are best for accomplishing them. GIS is not
an ADP or procurement issue. It is a resource management issue. Let us
proceed with that in mind.

Strateqy Development

Goal:
Develop and promote a strategy for the integration of spatial data
collection, analysis, and depiction technologies and methodologies with
the operations of the Fish and Wildlife Service.

Objectives:

1. Establish effective representation of the Service by field personnel
on the Strategy Development Task Force.

2. Define common concerns and consensus issues that should be addressed
by the strategy:

A. Methodologies and techniques--data collection (digitizing,
scanning, telemetry, etc.), data assimilation/conversion
(integration/merging of existing digital data), analysis
depiction/product generation, user interfaces;

B. Data standards--data collection, data assimilation/conversion,
classification conventions/standards, data storage (archival and
retrieval), data reliability;

C. Technology issues--hardware standards, software standards
(commercial and "toolbox"), technology platform levels (PC’s, UNIX
workstations, minicomputers), acquisition planning; and

D. Support issues--information exchange/dissemination (GIS
newsletter}, data collection/assimilation, National Digital Data
Directory training (coordinate with USGS/NCIC), technology
transfer, and end user support, national project coordination
{(internal and external), commercial market clout hardware/software
evaluation.

3. Address concerns with draft strategy plan, circulate for comments,
and finalize with endorsements.

4. Sell strategy to Service Management (including, if appropriate and
necessary, FY 1993 budget initiatives).

12




PANEL DISCUSSION

Following the paper presentations and agency report, a panel was
selected to represent the Service’s GIS community. The purpose of the panel
discussion was to stimulate discussion on related topics and narrow the focus
of the facilitated workshop to be conducted the following day.

Panel members included the following:

W. T. Brooks, Division of Information Resources Management,
Washington Office, Region 9

B. Dearborn, Anchorage Regional Office, Region 7

F. D’Erchia, National Ecology Research Center, Region 8

R. Ducret, Portland Regional Office, Region 1

C. Houghten, Sacramento Field Office, Region 1

D. 0. Hunter, National Ecology Research Center, Region 8

B. Leenhouts, Barnegat Division, Central Zone Refuges, Region 5

M. Long, Denver Regional Office, Region 6

D. Southworth, Twin Cities Regional Office, Region 3

B. White, National Ecology Research Center, Region 8

Frank D’Erchia opened up the discussion with an announcement regarding
the evaluation of PC ARC/INFO being conducted at various regional and field
offices throughout the country. The evaluation period ends in February 1991
and a report on the results will be compiled from the evaluation reports
submitted by the individual sites.

Barbara White discussed the proposed Department of Interior digitizing
services contract solicitation currently in progress. There will actually be
two separate contracts awarded, one for manual table digitizing and one for
automated scan digitizing. Barbara also discussed the Spacial Data Transfer
Specifications (SDTS), which is a proposed department-wide standard for
exchanging digital cartographic files and associated spatial data. The major
thrust for this proposal is through the U.S. Geological Survey. The main
emphasis of this discussion was that many proposals for standards and
contracts are being made without any, or limited, input by the Service. The
bottom Tine is that whatever decisions are made, the Service will have to live
with them unless we become more active as an agency. The GIS strategy
proposal should encourage involvement by the Service on any task force making
recommendations for proposals that will impact the Service.

Barry Dearborn made several comments on support from the regional
offices to field offices. Region 7 has a full staff of GIS specialists in a
group under the Branch of Information Resources Management. This group has
been very effective in providing support to the field offices regarding
training, applications, and user support. However, due to the increasing
demands on this group for regional applications, user support to field offices
has suffered. Mr. Dearborn’s point was that any commitments to user support
should not be taken lightly. A great deal of thought and planning and assured
commitment by management is required to make the program a success.

Robert Ducret made a short presentation regarding the importance of
keeping the communication 1ink open between the GIS community and the

surveyors. Surveyors are collecting valuable data that could be integrated
into a GIS data base and used for land acquisition and environmental impact

13
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studies.

Workshop participants responded to questions and comments made by the
panel on several topics. A show of hands indicated a majority of the
participants supported the idea of developing a GIS implementation strategy
that focused on user support in the areas of training, applications expertise,
and data acquisition. The creation of a technical support center for the
Service met with popular approval. A center of this type could provide the
support needed throughout the agency very efficiently.

Participants expressed interest in the formation of a task force that
would include a representative from each Region who would act as a GIS
coordinator for that Region.

The idea of a GIS newsletter was suggested by Bill Brooks and the
participants agreed that a newsletter would fill a gap regarding the
communication of GIS activities in the Service.

Participants noted that the support for GIS was currently a "bottom-up"
approach and support was needed from the "top down."

Participants indicated overwhelming support for the suggestion that a
Service GIS workshop be conducted annually.
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FACILITATED WORKSHOP SUMMARY

The objectives of the facilitated workshop were to analyze the current
status of GIS activities in the Service and to identify issues of concern
regarding Service-wide support for GIS. The information generated at the
workshop will be used to prepare a strategy proposal for future implementation
of GIS in the Service.

Workshop participants were asked to list items related to four topics:
(1) internal concerns, (2) internal weaknesses, (3) external opportunities,
and (4) external threats. Participants were then divided into four groups and
asked to 1ist and categorize items of concern pertaining to their individual
agenda topics. Each group elected a facilitator and proceeded to develop
solutions to problems identified in each category. Group reports were
presented at the end of the workshop. An outline of each group report is
included in Appendix D of the proceedings.

Workshop participants will be sent a copy of the draft proposal and will

be given an opportunity to comment on it before the final version is formally
submitted to the Director.
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MODELING SPECIES’ DISTRIBUTIONS AND IDENTIFYING CONSERVATION PRIORITIES.

Butterfield, Bart R., J. Michael Scottl. and Blair Csuti. Idaho Cooperative

Fish and Wild1ife Research Unit, University of Idaho, Moscow, Idaho 83843.

INTRODUCTION

Concern has developed recently about a potential extinction crisis
during the next half century driven by massive habitat alteration by
humans. Current legal and analytical tools are unlikely to be effective at
halting such an extinction episode. New tools are needed that identify and
prioritize key areas high in biological diversity for conservation. We are
developing one such analytical tool that uses a computerized geographic
information system.
BACKGROUND

An estimated 500,000 to 3,000,000 species are 1ikely to become
extinct by the end of the twentieth century (review by Lugo 1988). The
losses are predicted due to trends in human land-use, especially
deforestation, and the associated Toss of species. The extinctions are
predicted to be particularly severe in the tropics because of the high
species diversity, but losses are expected to climb in other areas, too.

A review of extinctions during the Tast 100 years in the U.S. reveals
few similarities among species (Opler 1977). However, habitat alteration or
elimination can be implicated as the major, or at Teast a contributing,

factor in the majority of cases. Also, abundance is not an indicator of

1 U.s. Fish and Wildlife Service Research Biologist
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extinction proneness: numbering in the hundreds of millions, the passenger
pigeon would have seemed an unlikely candidate for extinction.

A look into the future finds continued pressure on natural habitats
as our society continues to grow. While the magnitude of the crisis may be
argued, little doubt remains that habitat Toss will cause increasingly more
extinctions and that the species at risk are difficult to predict.

Our most powerful tool against extinctions in the United States has
been the Endangered Species Act. The Act allows for identification of
species in imminent danger of extinction and establishes the processes for
recovery of those species. By design, it directs a great deal of resources
at individual species. Despite the large efforts, the Act has had Timited
success. In 1989, there were 1071 species Tisted as threatened or
endangered and only 292 recovery plans had been written (Endangered Species
Technical Bulletin, Sept.-Oct. 1989, 14(9-10), p. 12). Clearly, the Act has
not been keeping up with the growing Tist of species needing help. As the
rate of extinctions increases in the future, it becomes less Tikely that
the Endangered Species Act by itself will be sufficient.

A second approach is necessary that goes beyond endangered species.
Preserving entire, functioning natural ecosystems rather than individual
species is one way to reduce future extinctions. We are developing a
geographic information systems tool called "Gap Analysis" (Burley 1988) to
identify natural communities with high biological diversity to receive
priority status in conservation. Such an approach would be complimentary to
the Endangered Species Act.

GAP ANALYSIS
Using Idaho as a developmental project, our strategy is to use a

computerized geographic information system to overlay various mapped themes
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of biological diversity with existing protected areas (for more, see Scott
et al. 1987, 1988, Davis et al. 1990). Biological diversity can be defined
at many levels, from molecular genetics to landscapes. Three common levels
that we have chosen to evaluate are vegetation communities, species,'and
species richness. Any feature of biological diversity not adequately
protected represents a "Gap" in the conservation network. The ability to
use the computer to produce various combinations of biological diversity
themes allows us to identify areas particularly rich in biological
diversity to target as conservation priorities.

Existing vegetation was mapped from available information at
1:500,000 scale (Caicco 1989). The existing vegetation includes natural
vegetation, potential natural vegetation, and human-modified vegetation. A
great deal of data compression is represented at such a small scale, so
habitat elements or inclusions that are implicitly present in each
vegetation polygon were tabulated. Still, this map represents the most
detailed mapping of vegetation ever for the entire state of Idaho.

We identified 376 species of vertebrates that regularly breed in
Idaho, excluding fish. Accidentals and species that only overwinter in the
state were a]éo excluded. Most species have habitat affinities which, when
related to various map themes, can be used to model their distributions.
This has three advantages over drawing distributions by hand: 1) reliable
extrapolation into unsampled areas, 2) more accuracy to distribution
boundaries by using actual habitat boundaries, and 3) it is less time
consumptive.

A group of 39 species were selected out as exceptions to the
modeling. These species are rare in Idaho and the Idaho Natural Heritage

Program tracks them closely. We felt that their distributions could be more
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accurately drawn by hand. The remaining species were divided into two major
groups, those associated with terrestrial habitats and those associated
with aquatic features.

Distributions of the terrestrial associated species were mode]éd by
combining associated vegetation types with known geographic ranges.
Vegetation associations were obtained from available literature. Geographic
ranges were obtained by using the Idaho Natural Heritage Program county of
occurrence database. Relational data files were created for the habitat and
county associations and used to assign presence or absence of species to
each polygon in a county and habitat map theme overlay.

Distributions of aquatic associated species will be done in a similar
method after completion of the necessary aquatic map themes. Map themes
currently being built include wetlands, streams, and Takes.

Once built, all-the species will be combined into a composite map
layer. Each polygon in this map layer will have presence or absence of each
species attached to it. The distribution of a single species or any
combination of species can then be easily overlayed with the protected
areas map theme. Areas of high diversity not in existing protected areas
represent key targets for conservation priority.

CONCLUSION

A similar strategy was used by Scott et al (1987) in Hawaii. After
extensive surveys they mapped the distribution of endangered forest birds.
They then manually overlayed the composite distribution maps with maps of
existing protected areas to discover that key areas containing birds were
not protected. The discovery resulted in purchase of new protected areas in

the most species rich Tocations.
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In our current project, the use of a computerized geographic
information system allows us to increase our analysis to an entire state
the size of Idaho and to include all vertebrate species not specially
adapted to drastically, human-modified environments. We will be able to
select a variety of species combinations, as well as existing vegetation
for analysis.

Such a system will allow us for the first time to take a multi-
species approach to conservation of biological diversity. Besides being
more cost effective, our proactive strategy will identify conservation
priorities that could ultimately slow the rate of extinction and finally
put us ahead of the extinction curve.
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COMBINED USE OF IMAGE PROCESSING AND GEOGRAFHIC INFORMATION SYSTEM
TECHNOLOGY IN WILDLUIFE MANAGEMENT

Deborah Southworth
U.S. Fish and Wildlife Service
Regional Office, Twin Cities, MN

INTRODUCTION

Geographic Information Systems {GIS) and Image Processing (IP) have developed as complementary
processes in the computerized mapping area. While they both deal with computerized map information
they have different areas of emphasis and strength. Region 3 is currently looking at three new potential
computerized mapping projects. This paper will discuss the different items to consider in choosing
between a GIS or IP system, or in deciding to combine the systems, and then illustrate those points
with the projects under consideration,

DEFINITIONS

While many definitions can be given for each of the following terms, a repetition here will aid in
understanding the discussion. Although the descriptions may sound straight-forward, the continuing
evolution in these fields has lead to increasing overiaps in the areas. This variability and constant
change should be kept in mind.

Geographic Information Systems have been designed with the analysis of data in mind. They excel in
allowing the comparison and combination of multiple layers of data and preservation of the results as
new files or hard copy maps. The data may be in raster or vector format (described later) and is
usually related to extensive tabular data (attributes).

Image Processing systems have been designed to take graphic data, frequently from satellite data, and
assist in the classification and display of that data. They are excellent in applications where frequent
data updates are needed. They generally contain export functions to transfer the data into GIS systems
for analysis. Increasingly they may be able to take data from sources such as scanned photos or
videos (image grabbing) in addition to the traditional satellite sources such as Landsat or Spot. They
deal mostly in raster data,

DATA TYPES

Raster data (or grid cell data) has a blocky appearance. Each cell represents an assigned area (one
acre, 5 acres, .25 acres, etc). The resolution depends on the original data as well as the application.
It is excellent when many layers of data are being compared since the blocks aid in alignment of data
and minimize the data slivers that can occur when lining up layers of vector data. It does not present
as finished a final map and the data is usually less accurate than vector data since a class has been
assigned to each cell along the boundaries of the classes based on the percentage of the class in the
cell. For example, a cell may be 50% woodland, 20% grass, and 30% wetland, but be designated as
woodland.

Vector data locks like a traditional map, and can be extremely precise. It is composed of polygons
(each an area of one type of land classification) and arcs (the lines defining the polygon). Land
ownership records are a good example of the type of data that needs this type of presentation. Vector
data also gives a very polished final product. Analysis of many layers of vector data, however, does
not usuaily work well as the number of polygons can increase almost exponentially, making for
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unreadable maps and data that can not be interpreted. While it is simple to change polygon data to
raster data, the reverse does not work as well. Raster to vector conversions retain the blocky
appearance of the raster data. This is minimized when the size of the cells is very small compared to
the size of the study area.

DATA LAYERS

Many types of data are used in GIS appiications. Land use classification and vegetation or habitat
types are probably the most common, and can be derived from image processing sources, aerial
photos, historic maps, and various other sources. For large geographic areas where data updates will
be needed, satelliite data are increasingly being used. Technological advances have increased the
resolution and accuracy of this data to the point where it provides data accurate to within 10 meters
for most ecological types. While low level aerial photos still provide the most accurate data, many
applications do not need the precision provided by the photos. Certain developed features can also
be identified from data interpreted by an image processor, such as powerlines, roads, water outflows
from power plants, etc.

Other types of data are not as readily available from image processing sources. Topography,
bathymetry (essentially underwater topography), and soils data are a few of the other commonly used
data layers that originate from sources that are not readily input by scanning, video or satellite
interpretation. Topographic type data may indeed be input as a series of points that are averaged to
fill in the blank areas, transect that are treated the same way, lines, polygons, or cellular data. In this
instance the source of the data strongly influences the type of software used.

DATA ACCURACY

Another consideration in choosing both software and data entry methods is the degree of accuracy
needed for the project. Legal land ownership records need to be highly accurate; precision limited
by the resolution of a screen or most scanners probably will not be acceptable. A simple map showing
a record of management on a tract of land, however, may be a prime candidate for scanning or other
quick methods of data entry, particularly if it does not need to relate to any other graphic data. If it
is a simple tract map now, however, but will eventually be combined with other maps to give a regional
view, then the need for accuracy and good geolocation changes drastically. In general it is wise to err
on the side of being too precise: data can afways be generalized, but cannot be made more accurate
after it has been entered.

DATA ENTRY METHODS

Many data entry methods exist today, and the flexibility and accuracy of these methods is constantly
increasing. In order to make use of several data entry options on one project it is almost necessary
to combine IP and GIS, as the tools and type of data resulting from the tools align fairly naturally with
one or the other system. Manually interpreting aenal photos and then digitizing the results is probably
still the best know method of data entry, and is still in wide use, particularly when very precise maps
or very precise looking maps are needed. The computerized data resulting from this method can be
as accurate as the original photos or other data, and yields polygon data.

Satellite data entry is increasing in use as the costs decrease, the resolution increases, and the
interpretation methods improve. While this type of data has been used with upland and forestry
applications with success for some time, there had been probiems with wetland interpretations. Ducks
Unlimited has been working with this data extensively over the past few years, and as a result of their
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work wetland interpretation accuracy is approaching that available from aerial photos. The result of
satellite data entry is raster data.

Scanners are also increasing in use. Either raster or vector data can result from this method of data
entry, depending on the original data, the scanner and the software used. A limiting factor in this tool
is the resolution of the scanner. A 300 DP! scanner cannot enter data with the accuracy of a good
digitizer. Larger, more precise scanners are available, but are still prohibitively expensive for many
applications. Once data has been scanned in, the attribute data still has to be manually related to the
geographic locations on the map and frequently geographic coordinates need to be entered manually
as well. It is at that point that the precision of the scanner and the flexibility of the software in allowing
data manipulation become important.

Image grabbing, particularly from video cameras, is also increasing as a method of data entry. This
is similar to satellite entry in that an image is frozen and Interpreted on the screen. Raster or vector
files can be generated. The precision is limited by the quality of the video and the display screen used
to 'grab’ the image. This, too, is emerging technology.

For satellite, scanning, and image grabbing data entry the major time savings are in the actual entry

of the image, not the entry of the related data. The advantages certainly will vary with the visual

complexity of the data and the amount of attribute data associated with the files. 1t may be faster at
times to digitize data - each project should be judged individually.

DATA TRANSFERABILITY

Once data has.been entered it Is important to be able to move it between software packages, and

between raster and vector formats. A file may be entered as point data (elevation for example) by

digitizing, 'rasterized’ and then 'smoothed’ to fill in blank spaces, used for analysis in the raster format,
“and then transfer back to the vector package for final maps and slides.

Frequently data that is used mostly as vector data for display (land ownership for example) will be
transferred to a raster format for analysis in combination with other data layers. This is particularly
helpful in avoiding the slivers of data that can occur in overlaying polygons of complex data. One
example is the attempt to overlay land ownership on the Mississippi River with the land/water interface
in one pool. The polygon count went from about 900 to over 3000, using just two layers of data,
Although the rasterized version was somewhat less accurate, the map was useable and readable,
something that the polygon version was not.

Most good IP and GIS systems today will transfer data between several file formats. They should retain
geographic coordinates and ‘accuracy of the data. Even raster to vector can be done successfully if
the grid cells are small enough relative to the area of the map. ‘

PROJECT PURPOSES

The purpose of the project also has a strong influence on the type of system used as well as the data
needed. There are a number of instances where the main need is a good display of data, either a
paper map or screen display. An image processing system, in combination with a good color printer,
can give excellent output for demos, tutorials, presentations, and other uses. |If the data being
displayed does not contain too many layers of data these systems can be used to add updated data
rapidly and give high quality maps, slides and other output very successfully.

The opposite end of the spectrum is the project that needs multiple layers of data such as land
ownership, vegetation, topography, soils, and then uses that data in various combinations to create
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modeis for wildlife suitability, recreation, site selection, etc. This type of project may begin by accepting
some of the data from an image processing system, but needs a good GIS to combine and present
the data in a coherent fashion. It is likely that raster data will be needed if there are many layers of
data to combine. If frequent updates of data are needed it may be an excellent candidate for using
both IP and GIS.

Many applications will fall in a grey area, needing some analysis, possibly a direction relationship with
a database to use tabular data, and good output products. Some projects may also be a piiot for
larger applications to come. Whenever possible it is best to look at the untimate goal of the project
and select the software based on that, rather that changing partway through. There are many products
that combine some aspects of both GIS and [P, and the best solution will vary by project.

Other considerations for selecting a system are cost and complexity. Generally image processing
systems are more expensive and more complicated. Many of them require two monitors to function
and a higher level of computer sophistication to set up. On a tight budget, or with beginning computer
operators this may not be a good choice even if it best mests the project objectives. Perhaps a mixture
of contracting to obtain the data and using a GIS micro system would be a better altemmative to get
people going on a project without overwhelming them.

SPECIFIC APPLICATIONS

Region 3 is currently working on several GIS applications. Two of these, Minnesota Valley and Upper
Mississippi River, are existing data bases that are being expanded and partially migrated to micro-
computers. The Upper Mississippi application will be discussed by other presenters. The Minnesota
Valley database is similar, although on a smaller scale. Many layers of data already exist, and the
major challenges will be to update and utilize the data. We are working now to transfer the existing
data to a PC-ARC format, and possibly to an EPPL7 format, to use in a major visitor center display, and
eventually for management analysis. Both precise graphics and intensive analysis will be needed, so
it is likely that both vector and raster files will be used. We have not yet decided on the method to
update the data. Either satellite or aerial photos would be accurate enough and the deciding factor
may be cost.

Agassiz Refuge, in northern Minnesota, is proposing to establish a geographic database. In this case,
there is no baseline data. The refuge occupies approximately 100 square miles, much of it boggy and
part of it wilderness with no good ground access. We are exploring the availability of landsat data, as
there is very little topographic relief to distort the machine interpretation of the data and it will need to
be updated in several years to allow tracking of changes. Cross checking of the data after it is
interpreted can be done using aerial photos or flying over the areas. A major wildlife fire bumed close
to a third of the refuge this spring, so it will be a good time to record baseline data and track
successional changes. We will probably be using EPPL7, with raster capabilities as well as vector
overlays, to run on a micro on the refuge. This is a good example of using an image processing type
application (satellite input) combined with a GIS application for analysis.

A second appiication will be in our ascertainment and planning office, on at least one of the potential
refuges we are studying for acquisition. This also will be a tradional GIS type application, with digitized
data layers taken from aerial photography, soils maps, and topographic maps. Suitability analyses will
form a major portion of the work.

The other new application we are considering is quite different. Due to the Farm Bill, our refuges
region-wide have been acquiring many FmHA easements. These tracts of land are small parcels
scattered over large geographic areas. Very little GIS analysis is anticipated at this point in time,
although managers will need the capability to edit the maps occasionally to record changes to the
tracts and may use some of the data for other future applications. It is very similar in nature to the
ripcards that are used in many wetland districts to track management on WPAs. We have not made
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a final decision yet, but this seems to be a good application to use a combination of scanning and
digitizing. A MIPS image processing system is already in use in our wetland districts, and we are
exploring the possibilities of using it for entry of the simple management maps. We will also be
entering, probably by digitizing, a region-wide map showing all the land ownership for the region. This
will be broken down into sactions to give each refuge its portion, to assist in locating the parcels and
giving a general reference overview. Other layers of data such as scanned aerial photos or county and
section lines are possible, and would come from a variety of sources. Generally the layers of data that
form the baseline for analysis and for combining different geographic portions of data will be entered
in a precise geographic referencing manner. Other layers, such as aerial photos that are only for
visual reference on the screen, many be scanned in with somewhat less precision. We are looking at
this application as_a learmning experience for our field people as well as a management tool. Preferably,
whatever software and hardware are acquired for this project will also be used for more traditional GIS
applications; future expansion and uses form a substantial part of the considerations in making the
decision.

SUMMARY

In summary, there are no hard and fast rules for deciding what type of application or data entry method
to use. The current and long-term use of the data, the precision needed, the sophistication of the
users, the availability of data and capability of verifying it, the frequency of dates and type of product
needed are all important and will vary with each application. The best alternative is to first look at the
application, define goals for it, and then look at the tools avallable to best meet those goals.
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MAP PREPARATION AND CARTOGRAPHIC REQUIREMENTS FOR MAP DIGITIZING

Barbara White
Computer Specialist
National Ecology Research Center
4512 McMurray Avenue
Fort Collins, CO 80525-3400
An overview of techniques and procedures required for preparing maps and

organizing projects for data capture in a GIS was presented. The information
will be incorporated into a user’s guide or reference manual after further
user input and review. Comments, examples, or suggestions for the document
are welcome at any time. Plans are to have a draft document by the Second.
National U.S. Fish and Wildlife Service Geographic Information Service
Workshop, tentatively scheduled for June 1991. Input and review of the draft
guide will be solicited from participants at the second workshop. The draft

guide also will be sent to participants of the first workshop who do not

attend the second workshop.

Further information on this project can be obtained from Barb White

(commercial phone: 303-226-9297; FTS: 323-5297).
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Replacing Rip Cards with a Geographic Mapping System at National Wildlife
Refuge Field Offices

Michael Long, Refuges and Wildlife, Region 6
Denver, Colorado

This paper reports on project history and development of a computer mapping
project called MapInfo. MapInfo is an "off the shelf" computer software
package. This package will provide the tool to allow development of
Geographic Information Systems methodology on National Wildlife Refuges (NWR)
and Wetland Management Districts %wMD) within Region 6, United States Fish and
w}}d11fe Service (USFWS). Multiple staff from the USFWS are involved in this
effort.

The USFWS has direct land management responsibilities at multiple NWRs and
WMDs in Region 6. Region 6 involves the states of Colorado, Kansas, Montana,
Nebraska, North Dakota, South Dakota, Utah, and Wyoming. Approximately
450,000 acres are in direct fee title and approximately 1.3 million acres in
various forms of easement managed by NWRs and WMDs in the Region. Record
keeping associated with land management responsibilities is by various paper
forms and paper recording systems. Computer technology is in early stages of
development on the vast majority of NWRs and WMDs. The basic software

‘ packagiszat all stations include MS-DOS, WordPerfect, dBase III Plus, and
totus 1-2-3.

Multiple field stations have used a manual record keeping system called "rip
cards." Rip cards come in a variety of sizes and preprinted forms.
Information is entered manually by typewriter, pen, or pencil. Many
preprinted forms allow an aerial photograph to be ﬁasted or photocopied on the-
card. On the outer perimeter of the card are punched holes. Coding rip cards
is accomplished by using a hand-held tool, similar to a hole punch. This tool
does not punch a hole, but places a "V"-shaped notch in the prepunched
perimeter holes. Notched cards are randomly returned to the deck of cards.
Inserting a long needle through a specific hole and raising the cards will
result in notched cards fa]]in? out of the deck. For example, if cards with a
notched portion in a specific location on the card represented males, then
inserting the needle through this portions would result in all cards
representing males being separated from the deck. The concept allows for a
combination of holes to represent various logical combinations.

OBJECTIVES

The objectives of this project include (1) replacing the rip card method with
computer concepts and technology; (2) convincing various levels of line
authority that GIS technology has immediate value and use on lands managed by
USFWS; (3) starting to replace the paper methods of recording and storing data
with computer databases; (4) using computer map making, storage, and retrieval
capabilities at field stations; (5% starting to Tearn the use and potential of
GIS as a management tool at multiple levels of management within the Division
of Refuges and Wildlife; and (6) starting the process of recording previous
years data into electronic format.

METHODOLOGY
Various 1ine managers and administrative staff were presented a series of GIS

presentations by Rrivate entities, college staff, and the National Ecology
Research Center (NERC) staff. Conceptual agreement was obtained from those
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management officials to pursue GIS technology at field stations. Specific GIS
and mapping packages and associated opinions were sought, reviewed, and
discussed. Decisions were made that permitted the project to continue
utilizing field staff, NERC staff, and Regional Office staff to compose a
working group.

A perception during the introduction and commitment to a new technology, is
that ignorance is the biggest obstacle. Using GIS techno]o?y seems
‘overwhelming. Conceptual acceptance is often part of a feeling that all the
knowledge and skill associated with this expertise should be known when ‘
accepting the concept and associated technology. Many line officers find it
difficult to commit to a techno]ogy without their having the expertise, while
accepting the concept. It is difficult for many individuals to realize the
huge amount of time involved in development. :

The constraints and conditions placed before the establishment of a working
group included (1) cost factors would be rated highly; (2) the system must
operate on a microcomputer; }3) the operating sgstem will be MS-DOS; (4) the
system must ﬁroduce maps at field stations and be used by field staff; 35) the
system must have "mouse" capabilities; (6) the system must be associated with
a database system; (7) use must be applicable to land management resource
problems; (8) the system must be judged reasonable to learn by field staff
involved; (9) the feasibility and development process must involve field staff
with interest and minimum ADP experience; (10) various zones, within the
Region, must be represented; and (11) the system must maximize the use of
computer hardware presently at field stations.

Initial efforts between NERC and other members of the working group consisted
of education, Eroduct evaluation, and consultation. People %irst starting
with a new technology and product are not comfortable. This project was
initially started with individuals who consented to contribute effort to the
?roject, but efforts were basically a collateral duty. The technology and
earning transfer between NERC staff and others is substantial during early
involvement. It is impossible to customize and design software when the
precise definition of what is needed is not precisely stated.

COMPUTER HARDWARE AND SOFTWARE

ACQUISITION/JUSTIFICATION/ORDERING PROCESS

Acquiring the necessary software and hardware required writing various
Justifications and purchase orders. This was done within the Regional Office.
The whole justification, approval, and ordering process within USFWS is
cumbersome, inefficient, frustrating, and badly in need of overhauling. It is
not the people in the system, but the system itself.

WORKING GROUP

Regional Office line authority approved project continuance with a letter
authorizing the expenditure of funds was supplied to NERC. Two individuals
from NERC were now officially funded and one person from the Regional Office
continued coordinating the project. Software customization, by NERC, of
MapInfo was expected. A1l customization and coding is the property of USFWS.
The Tegal ownership of software deve1o?ment within the agency will reduce a
multitude of problems over time. Legal ownership by USFWS in any software
development project is crucial and advised.
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Recruitment of field staff now progressed. Three individuals representing a
variety of skills and backgrounds eventually agreed to work on the project as
a collateral duty. The first meetinﬁs with the working group was to
demonstrate the package and decide the feasibility to continue. These
individuals were given a presentation of MapInfo capabilities and asked to
evaluate future use relative to field station uses and needs. There was
agreement among the present six members of the working group that the project
sgou1d continue. 4

The first meeting with the working group was to demonstrate the package and
decide the feasigility to continue. Additional meetings were for learning,
discussion, and development of the items identified for initial development.
Again, a primary consideration was to ascertain if the package would fit field
station needs.

Each station was supplied a copy of Ma?Info and a 12 x 12 inch digitizing
tablet. Computers were already at field stations. Individuals were to start
learning MapInfo from the documentation supplied. Different microcomputers,
all 286 chip series, with various brands of dot matrix printers, were part of
the evaluation process. Brand diversity of both microcomputers and printers
is common at our field stations. Testing on different configurations was part
of the evaluation process. The operating system MS-DOS was common at all
stations.

The typical configuration at the field station now consisted of (1) a
microcomputer (286 chip), {2) 40 Mega Byte hard disk, (3) 640 to 1 MB RAM, (4)
dot matrix printer, (5? MS-DOS, {6; 31/2 and 5 1/4 disk drives, (7) color
monitor, (8? 101 key board, and (9) software {dBase I1II Plus, Lotus 1-2-3,
WordPerfect). To this base was added él) one 12 x 12 inch digitizing tablet
and {2) additional software {MapInfo, PC Tools Deluxe, New Key).

Though NERC has considerable expertise with a variety of GIS packages, MapInfo
was not ?resent in their library. The same version of Maplnfo plus MapCode
was supplied to NERC. MapCode is a software package used while customizing.
It is not exqected to be used by field stations. With equipment in place,
setting up, earning, and using the software was a very individual tﬁing. The
telephone support NERC supplied on helping set up the software, the digitizing
tablets, and ﬁroviding a variety guidance was crucial. Additional support
from MapInfo headquarters in Troy, New York, was used. Telephone support
p1a{eg_a large part and will continue to play a larger part in project
evolution.

During this time, NERC recognized substantial differences that were occurring
in the setug of various files by individuals. The need to formulate the
standardization procedures was recognized and a start to formalize this
procedures was instigated. Start up procedures will be more formalized and
standardized as Regional implementation continues.

The NERC staff was not familiar with field operations and responsibilities and
field staff were new to GIS technology and NERC skills. The jargon used by
individuals with different types of expertise while working together always
slows project direction, as well as planning and arranging for meetings at
different locations when projects involve individuals from different areas and
skills. Travel costs are real and very measurable but are judged necessary
for positive end results.

Field staff had been to the NERC office; therefore, the next meeting was held
at a North Dakota field station. Focus was rapidly on what each learned and
questioning of NERC staff of what they learned, and transferring that
knowledge. Various computers from different locations were present at that
meeting. Problems occurred spending a substantial amount of time setting up
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the machines. Initial meetings on development of uses of a new technology
require a greater amount of time than usually expected. A computer should be
available gor each. person durin? initial meetings. A specific amount of time
to set up all the machines should be incorporated into any meeting agenda.
Predictions are that this time will be initially underestimated.

Individuals went back to their individual stations to continue working on
using the package. The major intent was to start Eroducing some maps usin
data intended for learning and showing purposes. There was a Tull for a time
because of the continuing press of the duties for all involved. One field
staff member made great strides and started producing a variety of the "show
and tell" type maps. Having a color ?rinter at that station substantially
added to the accomplishment. Hopefully the enjoyment or pride in that
accomplishment equaled mine in showing his products at what was the "first
cut™ accomplished by a field staff member. With maps produced by field staff
as evidence, the Regional Office wanted a demonstration and working session in
Denver. A variety of line officers were to attend and question, challenge,
and/or support the demonstration.

A presentation to various officials in the Regional Office was given showing
examples of maps produced, describing different scenarios for use, and
supporting the package and computer mapping concept and use by refuge staff.
Unanimous concurrence by the working group regarding the desirable
applicability of this product to field station use was given. The decision
was made to target the end of Fiscal Year 90 for purchase and/or
implementation for other field stations in the Region.

Various database structures were developed and reworked. This continued and
another two other individuals were added to the working group. The latest
draft is for one database to become the standard when other field stations are
supplied copies. The group will finalize on this in late June 1990. As of
May 1990, eight individuals will continue work on the effort.

EXPECTED USES FOR MAPINFO

A visual demonstration of the package is presently being shown outside this
room by Bruce Tepley.

This package will create maps visually on the video screen and produce working
maps for a variety of field stations. Possible maps include a map that is a
visual picture instructing maintenance staff where to mow, spray weeds, or
carry out a controlled burn; a throw-away map for a visitor; or a multicolored
map for use in a public meeting. The electronic fi11n$, storage, retrieval
documentation, numeric calculations, and the variety of notes and
documentation associated with the operation of field stations will be
possible. The evolution from a paper methodology to an electronic methodology
cap?ble of producing maps, lists of information, and forms will rapidly
evolve.

Field stations will use the following along with the appropriate WHO, WHAT,
WHERE, WHEN, WHY, HOW MUCH, HOW MANY, in the following areas:
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1)
2)

3)

4)

3)

6)

7)

8)

9)

Replace the "Rip Card"

Land Management and History such as:
Haying
Grazing
Farming
Burning
Chemical Applications
Others

Flora Inventory/Habitats e.g.
Wetlands
Uplands
Timber
Grasslands
Others

Fauna
Home Ranges
Nesting Sites
Dens
Others

Water
Rivers, Streams
Ponds, Lakes
Depths by Dates
Flooding Areas
Others

Real Property Inventories
Roads
Trails
Bridges
Culverts
Fence
Others

Public Use Areas
Closed
Open
Hunting
Fishing
Others

Transportation
Highways
Railways
Rivers Travel
Foot Travel
Others

Land Ownership
Federal
State
Private
Easements
Other
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DATABASE DEVELOPMENT

The development of specific standardized fields of information used by
multiple field stations takes time. Knowledge and expertise in present
management managerial positions does not guarantee immediate insight and
know?edge of database systems and GIS concepts and use. Standardization of
files and structures followed by identifying those areas of uses, which will
be needing to match up with other divisions, plus identifying and becoming
knowledgeable of other sources of public and private electronic data will
continue to receive increasing amounts of attention and effort.

TRAINING IN MAPINFO

Training will be provided field stations shortly after software delivery.

Some combination of NERC, USFWS, and MapInfo Training staff will evolve. Two
to three days of training is expected for each user. Telephone communications
are no substitute for meeting as a group, but can and is used as a training
support. Electronic mail is another tool in the training process. Learning
and training efforts are constantly underestimated. The cost of training is
not nearly as high as the cost of ignorance.

The Working Group is presently arranging to have training provided by the
MapInfo staff. The initial effort will be to train FWS trainers by MapInfo
staff. A specific training schedule will be established for future users
after initial training by the Working Group.

FUTURE SUPPORT

The questions of future support and maintenance of customized programming,
done by NERC, has not been fully resolved. Continued developed of other
themes and uses will likely occur. The transfer of knowledge and eerrtise by
NERC staff to the Regional Office and field staff is the goal over the longer
term. Additional development is expected over time by NERC. After a variety
of stations comment, criticize and complement, the next development phase will
be better for the varieties of input expected.

DATA IMPORT/EXPORT

Electronic importing and exporting of data from and to MapInfo will receive
increased attention and focus over time. Using the expertise present at NERC,
MapInfo data can be imported and exEorted to ARC/INFO, MOSS data, and National
Wetland Inventory (NNI? data. The knowledge of exactly where electronic data
is both stored, present, and accessible to individuals on refuge field
stations is judged poor. A substantial amount of knowledge needs to be gained
and shared in locating sources of electronic data that can be purchased,
obtained, shared, or transferred among stations.

Stations are not equipped to do any large scale digitizing nor do these

stations wish to become so equipped. The digitizer present is intended more
for small modifications and changes.
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CONFIGURATIONS AND COST ESTIMATES FOR FIELD STATIONS

LOW MEDIUM HIGH

80386 SX CHIP X X

80387 SX MATH COPROCESSOR X X
80386 CHIP X
80387 MATH COPROCESSOR X
MEMORY - 1MB X X X
40 MB HARD DISK X

100 MB HARD DISK X X
3 1/2 INCH DRIVE X X X
5 1/4 INCH DRIVE X X X

COLOR MONITOR X X X
101 KEY BOARD X X X
ESTIMATED COST $4,000 $4,800 $5,500

ESTIMATED COSTS

MapInfo Version 4.0 (Retail/Copy)
PC Tools Deluxe LATEST VERSION

New Key

Digitizing Tablet

DOS 4.1 - Supplied with new machines, else buy

CUSTOMIZING Menus and Keyboard Macros

Utilities/Public Domain Utijlity Package
supplied by NERC as part of development

costs

Sub Total

Training if done by MapInfo staff -
2 day session - 8 hours
Must have 3 or more peop
per person

e at $500

Training done by FWS core working group

Travel/Per Diem to training site/person

4 day travel status

Estimated cost of Training per person

Sub Total

Estimated cost to a station with a

computer

ANV
—n

$0000.
$1620.

$ 500.
$0000.

$ 900.

$1400.

$3030.

750.
60.
60.
00.
50.

00
00
00
00
00

00
00

00
00

00

00

00




NERC INVOLVEMENT

Initial contacts were substantial but not charged to our budget. Charge
authorization by NERC started in March 1989 and continues. Initial scoping
was very general but allowed the process to continue. This allowed either
party to disengage itself without Tong-term commitments and financial
obligations. As project development continues the scoping process should
become more technical and precise.

As individuals learn more, they ask for more and expect more then was
originally envisioned. Be aware and careful of overse]]in? results during the
demonstration process. The human mind conceptualizes briliiantly.
Implementation of those concepts to an operating program is not a simple task.
Many individuals feel that analysis, synthesis, and synergistic effects will
all come from writing a few computer programs and hitting a few keystrokes.

Involvements with NERC are encouraging because (1) expertise and experience
exists in the GIS arena; (2) the staff has a strong biological background; (3)
knowledge of FWS procedures and protocol exists; (4) maintaining a central
point o% institutional knowledge for this expertise exists within the Service;
(5) any software developed is owned by USFWS; (6) contracting formalities are
reasonable; (7) a Service, not a corporate motive, drives them; and (8) NERC
has treated us well.

PROBLEMS

It is recognized that the following areas have all sorts of options for a
possible, partial, or complete solution. However...FORE WARNED IS FORE ARMED.

Problems include:

The hardware/software ordering process.

The time conflict with other established duties.

Distance between committee members.

The behavioral problems of learning a new technology by a group.
The pro and con of justifying between similar programs.

The rapid rate software manufacturers produces newer versions,
and maintaining standardization among a unit.

(7) Stronger leadership from the Washington level in terms of
standardization, ordering process; the USFWS goes as many ways as
there are Regions.

(8) Convincing 1ine authorities to support technologies, new to USFWS,
but commercially available and established.

(9) Standardization versus individual creativeness: the dilemma of
making positive movement by a few or a larger unit.

(10) Planning for the inevitable connection between present and future
electronic databases.

(11) Identification and location of established electronic information,
public and private.

(12) Moving all the information and skill to field stations.

QYU £ WP —

There is no lack of problems, just solutions.



ACKNOWLEDGEMENTS

Frank D’Erchia and Bruce Tepley
National Ecology Research Center (NERC)
Fort Collins, Colorado

Thad Fuller
Medicine Lake National Wildlife Refuge
Montana

Dick Gilbert
Waubay National Wildiife Refuge
South Dakota

Ted Goodski
Des Lacs National Wildlife Refuge
North Dakota

Jon Kauffeld
Rainwater Basin
Nebraska

Michael Long

Refuges and Wildlife

Denver, Colorado

Gene Mack

Bismarck Wetland Habitat Office
North Dakota

Sue Zirbes, Chief

IRM
Denver, Colorado

THANK YOU FOR LISTENING

QUESTIONS

37



BIOGRAPHICAL SKETCH

Michael Long has been with the Service over 20 years. Before coming with the
Service, he was a computer programmer. His automatic data processing skills
were rarely used while he served at Tishomingo NWR in Oklahoma, Bear River
Migratory Bird Refuge in Utah, and Flint Hills NWR in Kansas. The title he
prides most in his service career is Refuge Manager.

One of his goals in the Service is and has been that of "Marrying computers
with refuge management."

He has been in the Denver Regiona] Office for the past 5 years and is a member
of the group working on the "MapInfo Project."
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Anchorage, AK 99503
907/786-3335

THE ACQUISTTTION PRICRITY SYSTEM IN ATASKA
Danielle G. Jerry, U. S. Fish and wWildlife Service, Anchorage, AK 99503
ABSTRACT

In response to the Alaska Submerged Iands Act of 1988, Region 7 of the U.S. Fish
and wWildlife Service (Service) had one year to establish acquisition priorities for
23 million acres of inholdings in Alaskan national wildlife refuges. A team of
five biologists from the Division of Realty were assigned to the project. The
team worked with computer specialists from Information Resocurce Management and
staffs of each refuge to develcp a model to assess refuge resources and management
concermns.

Seven resource and three management concern criteria were identified. These
criteria were subdivided and values were assigned to each resocurce or management
concern. Resource data on wildlife and fish species and areas with other
management concerns were mapped and digitized imto ARC/INFO. ILand status records
from the Bureau of Land Management's Alaska Automated Lands and Minerals Record
System were programmatically converted from a tabular database to ARC/INFO.

Data for resource criteria were joined with management criteria data, and then
intersected with land status information. Federal lands were dropped from the
model leaving private lands overlain with the unioned criteria. Resource and
management criteria values were totalled by polygon. Management determined that
criteria values would be ranked by high, medium, and low. Inholdings were divided
into high, medium and low acquisition priority based on criteria score. One third
of all inholdings were placed in each priority.

BACKEROUOND

The Alaska Submerged Tands Act

The Alaska Submerged Lands Act of 1988 clarified policy for conveyance and
ownership of non-navigable submerged lands to Alaska Natives, Native corporations
and the State of Alaska. That would make land conveyance rules used in Alaska
similar to those used in the ILower 48 states. In addition, Section 103 of the Act
mandated that the Secretary of the Interior prepare a report on the effects of the
Act and to "establish priorities for the acquisition of lands currently patented to
or selected by a Native, Native corporation or the State that are within the
bourdaries of Conservation System Units." The four agencies affected are Fish and
Wildlife Service, National Park Service, Bureau of Land Management, and Forest
Service.

U. S. Fish and Wildlife Service (Service) was one of four land management
agencies affected by the Act. The Service manages approximately 77 million acres
in 16 national wildlife refuges in Alaska. These 16 refuges, which were either
created or expanded by the Alaska National Interest Lands Conservation Act (ANILCA)
in 1980, include about 23 million acres of inholdings owned largely by Natives and
Native corporations. There are 97 village corporations owning or claiming lands
within the bourdaries of these refuges. The number and size of these inholdirgs




are significantly more and larger than found within Conservation System Units
managed by the Park Service, Bureau of land Management or Forest Service.

In order to meet the report requirements of the Submerged Lands Act in
approximately one year's time and still maintain a level of objectivity, the
Service chose to use a geographic information system (GIS) to model acquisition
priorities. The model rates areas based on a combination of resource values and
management concerns of the refuge. This paper describes the model and process.

Previous Acquisition Plamming Efforts

Prior to the passage of the Submerged lands Act, the Service had assessed
inholding priorities in Alaska on several occasions. In 1983, a generalized
inventory of inholdings was conducted to identify broad priorities for acquisition.
This evaluation ranked inholdings within loosely defined habitat categories.
Inholdings were not evaluated on a statewide basis. 1In 1985, the Service
inventoried all Native corporation owned inholdings on Alaskan refuges and
evaluated them as a priority for acquisition, suitable for acquisition or not
suitable for acquisition. Those inholdings designated as a priority for
acquisition were then evaluated by a Region-wide panel of biologists and refuge
managers on the basis of ten resource and management criteria. Efforts were
frustrated by the lack of resource data on the newly established or expanded
refuges, lack of a clear definition of priorities, and lack of a mandate to
complete the task. In addition, these evaluations, although adequate at the time,
need updating and are generally considered too subjective and broad in scope to
respond to the specific information required by the Submerged Lands Act

From 1985 through 1988, the Department of Interior proposed a large land exchange
with six Native groups. Native inholdings on seven Alaskan refuges would be
exchanged for oil and gas rights on the Arctic National Wildlife Refuge. This
highly controversial exchange was the subject of an unfavorable Goverrment
Accounting Office (GAO) report and has never been finalized. The procedure for
selection of lards to be acquired by the Service was one of the criticisms levied
against the Department of Interior by GAO. Congress prevented consumation of that
land exchange in Title II of the Alaska Submerged Iands Act.

In addition to these major efforts, several refuges have ranked acquisition
priorities within their boundaries on different occasions.

METHODS

Development of the Acouisition Priority System (APS)

The Submerged lands Act provided a mandate for the Service to complete an
acquisition priority list in Alaska. Since the creation and expansion of national
wildlife refuges in Alaska in 1980 by ANILCA, a considerable body of wildlife and
fisheries information has been collected. In addition, preparation of
comprehensive conservation plans for all Alaskan refuges has provided an
information base upon which to evaluate private and State inholdings.

The Division of Realty team assigned to this project considered using an existing
national planning process, the lLand Acquisition Priority System (LAPS) However,
that system was not designed to handle the scale of effort needed in Alaska. There
are more acres in inholdings in Alaskan refuges than there are federal acres in the
national wildlife refuge system in the lower 48 states. IAPS, the national system,
is designed to rank relatively small parcels which have been identified for
acquisition. Often, specific resource inventories have been conducted on these
individual parcels. In Alaska, the large acreages imvolved would require
preparation of an urmanageably large number of parcels of mixed ownership where
resource values have been extensively, but not intensively, analyzed. That system
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would be difficult to update because of the large parcel sizes. IAPS will
ultimately be used on individual parcels to compete for acquisition funding. But,
because of the number and size of inholdings, it was not suitable for this project.

The decision to use a GIS to rank acquisition priorities instead of a more
subjective review of inholdings as had been used in the past was made: 1) to
minimize the subjectivity of earlier acquisition priority efforts; 2) to allow for
easier updating of priorities in the future; 3) to meet the short deadline with a
degree of replicability; and 4) to provide a refuge resources database for
continuing use by managers and other wildlife resource specialists in the Service
in Alaska.

Using a GIS created two immediate and distinct problems. First, criteria had to
be developed to cbjectively evaluate acquisition priorities based on national
Service direction and alsoc on specific Region 7 issues. These criteria had to be
combined into a model which would ultimately allow comparison of thousands of units
of land across 16 Alaskan national wildlife refuges as to their priority for
acquisition. Secordly, a method had to be developed to efficiently convert land
status information maintained by the Bureau of Land Management in a combination of
automated tabular format and marmual card files into a GIS.

Although it was not feasible to use the national IAPS model in total, we were
able to incorporate ideas from that model in the development of criteria along with
criteria derived from previous priority systems in Region 7.

These criteria were caombined into an Acquisition Priority System (APS) model that
was then critiqued and modified by the refuges, as well as by the Regional
Directorate. The final criteria and model allows consistent application across all
refuges (Table 1).

DEVELOPING THE DATABASES

Table 1 displays the seven resource ard three management criteria used in the
acquisition priority model. A maximum score is established for each criterion.
Criteria are subdivided into categories which are generally wildlife species for
the resource criteria and management issues for the management criteria.

Categories are subdivided into mappable units of measure (classes) usually based on
population densities or areas where a specific management problem exists depending
on the type of criteria. Population densities were used as a basis for the
priority system because of availability of data. It was assumed that population
and dens:.ty data taken over a pericd of time will reflect habitat quality.

Maximm criterion scores are also subdivided. Point values are assigned at the
lowest level, i.e., category or class. How categories or classes values are
totalled into individual criterion scores varies scmewhat by criterion. Generally,
a polygon is assigned either the highest category score for a criterion or the
total of all category scores for a criterion.

An individual species is usually included in two criteria. A species is mapped
in one of the five individual species criteria, and also included as part of one of
the two diversity criteria. The two diversity criteria total number of and habitat
quality of species found in one area. This score is then calibrated across all
refuges on a 1 to 20 basis.
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Table 1.

Acquisition Priority System Criteria:

Criteria Basis and Maximum Points

Resource Criteria
Threatened and endangered species
Migratory birds
Diversity of upland species
Diversity of wetland species
Marine mammals
Resident refuge purpose species
Fisheries

Subtotal

Management Criteria

Public use

Refuge management,. i.e., capacity of
acquisition to enhance management of
existing refuge lards

Ability of acquisition to reduce
threats

Subtotal

TOTAL POSSIBLE SCORE:
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Criteria BRasis

Statutory mardate for
protection. Derived from
national Iand Acquisi-
tion Priority System
Statutory mandate

for protection

Derived from
1985 Regional
priority system

Derived from
1985 Regional priority
system

Purpose of Acquisition

Points

20
30
20
20
20

10
10

130

25
10

30

65

195



Criterion 1. Threatened and Endangered Species.—-This criterion refers to use of
refuge lands by one of the thrée species listed under the Endangered Species Act
that use Alaskan refuges for part of their habitat needs. Scoring is based on the
degree of use by the species. For example, a known peregrine nest with a one mile
radius buffer is assigned 18 points while areas that are casually used by the birds
are rated 2 paints. Scores are camilative with a maximm score of 20 points.

Criterion 2. Fisheries.--This criterion addresses the conservation of fish
populatlons and habitats listed in ANIICA as a purpose of each of the refuges
Erphasis is placed on salmon whose conservation is specifically listed in ANILCA as
a refuge purpose of 13 of the 16 refuges. The number of points assigned to this
criterion (10) is the same as for resident, refuge purpose species. Fewer points
are given these two criteria than for the first 5 criteria because management
responsibility is shared with the State of Alaska. Furthermore, most of the
fisheries habitat involved is in navigable waters owned by the State. The federal
goverrment will not purchase these waters. Scores under this criterion deperd on
the diversity of fish species, particularly salmon, and escapement or size of the
total salmon run in the watershed. It was not practical to delineate individual
rivers, streams or lakes for this project because of short time frames and because
many of these waters are state-owned navigable waters and generally not acquirable.
Therefore, we mapped refuges on a gross scale, i.e., watersheds, and subsequently
ranked watersheds based on their fisheries values.

Criterion 3. Migratory Birds.——Certain species covered by the Migratory Bird
Treaty Act and given management priority by the Service are included in this
criterion. Three groups of migratory birds are considered in descerding priority
order: 1) special concern species as identified in the North American Waterfowl
Management Plan; 2) individual species whose conservation is listed in ANIICA as a
purpcse of an Alaskan refuge; and, 3) species groups whose conservation listed in
ANIICA as a purpose of an Alaskan refuge. Special concern species clustered in
group 1 were further ranked in priority based on relative population status and
trend. Species with depressed or declining populations were assigned higher
points. The three general groups of species are then subdivided into categories
(species), and points are assigned based upon high, medium or low densities of
birds, or habitat values. Points are not cumilative among categories. The point
score for a specific area was based on the highest ranked category, i.e., species,
found on that area.

Criterion 4. Diversity of Wetland Species.—This criterion used in conjunction
with Diversity of Upland Species rates wildlife habitats by measuring numbers and
relative abundance of targeted species using the area. These two criteria are
meant to measure the success of the long-standing habitat protection mission of the
Service. Species considered in Criterion 4 are wetland-based migratory birds
(including seabirds), furbearers, and fish. Species are clustered into three
groups based on Service management priority: special concern species, resident
ANTICA refuge purpose species or national resource species as defined in a previous
planning effort, fish, and wetland furbearers, and other waterfowl species. Points
for bird and mammal species are assigned by density in the individual species
criteria. However, points are cumulative on an area, with higher point scores
going to areas with a high diversity or abundance of species of management concern.
When all refuges are mapped total scores for an area are compared statewide and
calibrated on a scale of 0 to 20.

Criterion 5. Marine Mammals.—ILand-based habitats of marine mammals protected by
the Marine Mammals Protection Act are mapped under this criterion. Species are
ranked and assigned points based on population status and density of use. Fur
seals and sea lion rookeries and haulouts are highest ranked because their
populations are declining and their land-based habitats may be used by dense
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concentrations of animals. Scores for an area are not cumulative, but are based on
the highest ranked species using an area.

Criterion 6. Resident refuge purpose species.—This criterion addresses Service
management responsibilities for resident species whose conservation is listed in
ANIICA as purposes of the refuge. The list of species varies by refuge. Resident
spec1es are considered in this criterion only if listed in ANIICA. Iesser we1ght
is given to this criterion since management responsibility for resident game is
shared with the State of Alaska. Species are mapped based on high, moderate or low
densities. Scores for overlapping species distribution are not cumlative. If
there is more than one refuge purpose species found in an area, the area was rated
according to the highest class value given to one of the overlapping species.

Criterion 7. Diversity of Upland Species.—This criterion measures wildlife
habitat values in non-wetland areas by assessing diversity of species. Non-
migratory birds, migratory non-wetland birds, and resident mammals, which are all
also mapped as individual species under the criteria for endangered species,
migratory birds, resident refuge purpose species, and marine mammals are included
in the diversity calculation. These species categories are subdivided into classes
by species density and/or habitat quality and points are assigned as in the
individual species criteria. However, points are cumulative on an area. When all
refuges are mapped, total scores for an area are compared statewide and calibrated
on a scale of 0 to 20 points.

Criterion 8. Public Use.—This criterion addresses public use objectives and
management respon51b111t1es of the Service as cutline in ANIICA and the Refuge
Manual. Public use is divided into two categories, subsistence and recreational
use. Points are cumulative between the two categories with a maximm allowable
point score of 25 allowable for any one area. Subsistence use is mapped and
assigned points based on density (number of villages using an area), seasonality of
use, ard mmber of different uses an area receives. Recreational use is also
assigned points based on density of use, not on quality of recreational experience.

Criterion 9. Refuge Management.—This criterion refers to the probability that
acquisition will enhance management of existing refuge lands. Access and fire
management options are examples of non-resource issues that may be significantly
impaired by private ownership. Points are assigned to lands whose continued
private management may hinder federal management or effectiveness of adjacent
refuge lands.

Criterion 10. Ability of Acquisition to Reduce Threats.-——This 30 point criterion
evaluates whether or not acquisition will significantly reduce or eliminate threats
to the fish and wildlife resources of an area. This criterion can be an overriding
consideration for acquisition depending on the significance of the threat. Threats
are judged by individual refuge managers with the concurrence of the Regional
Director.

Iand Status

Concurrent to developing the APS model and mapping resource values and areas of
management concern, another major effort was ongoing to programmatically convert
the Bureau of Land Management's (BLM) tabular formatted Alaska Automated ILands and
Minerals Record System (AIMRS) into ARC/INFO. The Submerged Iands Act specified
that all selected or conveyed Native, Native corporation and State lands were to be
ranked in priority for acqulsltlon.

Ownership patterns in Alaska are still fluid. Four acts, the Native Allotment
Act of 1906, the Alaska Statehood Act of 1958, the Alaska Native Claims Settlement
Act of 1971, and the Alaska National Interest lands Conservation Act of 1980,
determined most land entitlement in the state. However, the selection ard
conveyance of these entitlement from the public domain into State, Native
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corporation, or individual Native ownership is an ongoing process managed by BIM.
Although the outer boundaries of the national wildlife refuges were set by Congress
and most Native corporation inholdings have been conveyed, many conflicting claims,
overselections and other land status problems exist. In addition, BIM's AIMRS was
not current for refuge lands. Dearborn and Wylie's companion paper on APS will
detail the methodology used to deal with these issues and the conversion of BIM's
AIMRS database into the Service's ARC/INFO land status database. A consequence of
using the AIMRS database was that inholdings were located only to section level.
As a result, the entire APS model is valid only to the section level and sections
of mixed federal/private or State ownership are included within the priority
rankings.

THE MODEL
How the isition Priori Works

Analysis of acquisition priorities begins with the gathering and mapping of fish
and wildlife data for resource criteria 1 through 7 and management information
under criteria 8 to 10. This information is hand mapped (usually for the entire
refuge) in coordination with refuge staff and other Service personnel.

The hand drawn maps are digitized and, with related attribute tables, are entered
into ARC/INFO. ARC/INFO allows concurrent manipulation of spatial data (maps) and
attribute data (verbal or nmumerical descriptions). See Figure 1. The result is a
set of layers of mapped rescurce information in ARC and verbal and numerical
descriptions in INFO. Each criterion represents one layer in the model.

Numerical scores are assigned in INFO to the classes (species densities for the
wildlife criteria or management issue level for the management criteria) which are
mapped in ARC according to the guidelines established for that criterion. These
individual resource or management use maps with their associated point values are
combined to generate a criterion map with a maximm number of points as indicated
in the model (Table 1). Each criterion is justified equally acrouss all refuges.
For example, high density, such as four moose per acre, will rate the same number
of points on each refuge.

Once all criteria are computer plotted, they are overlain on each other. This
process creates in ARC a single map with many polygons created by the intersection
of the criteria maps (Figure 2). At the same time, in INFO, the program
automatically totals the point values for overlapped criteria in each polygon.

Combining APS and Iand Status Databases
The 10 individual criteria maps for each refuge are unioned together to create a

map of the entire refuge divided into polygons with an associated final criteria
score. This map is then overlain on a map depicting land status and federally owned
lands are eliminated (Figure 2). The remaining State or privately owned or
selected areas are then ranked in priority according to the totalled values of the
resource and management criteria. Priority listings of inholdings were first done
within a refuge, then among all Alaskan refuges.

Finally, a determination of high, medium and low priority statewide was made.
Although the ARC/INFO APS model can list areas in numeric priority order, the
precision level of both resource and land status data is such that a high, medium,
or low ranking system was more appropriate for this first ranking. It was a
management decision to rank inholdings into three groups of approximately equal
acreages (Figqure 3). The actual divisions were made by total criteria point score,
and consequently the high, medium, and low acreages are not equal (Figure 3).

When all information is entered into the system, a parcel may then be identified
based on similarities in selected resource values, ownership or other factors
deemed appropriate by managers or planners. Points assigned to that area are then
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Figure 1. Understanding ARC/INFO
ARC: manipulates coordinate or spatial data
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Figurs 3 FREQUENCY DISTRIBUTION : Sections with inholdings by Acquisition Prlorlty System
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totalled to arrive at a priority score. Final maps for each of the 16 refuges
depict acquisition priority rankings of high, medium, or low for all inholdings,
e.g., Figqure 4.

RESULTS

Acquisition pricrities were determined on about 23 million acres of inholding in
16 national wildlife refuges using the APS models. Approximately 38,000 sections
of land were ranked either high, medium, or low priority for acquls:Ltlon. Two runs
of the APS model were made prior to publication of the results in the Draft
Submerged ILands Act Report. Several minor changes in the model were made after the
first run, criteria mapping standards were made more uniform, and several changes
had to be made in the land status database to take into account overselections and
multiple selections of the same area. After public review of the Draft Report, two
additional changes were made in the APS model. Corrections of the land status
database continued up to printing of the Washington Office review draft of the
report. The entire process from develcopment of criteria to running the final
version of the APS model on the Regicnal Office's Data General MV8000, a mini-
computer, took slightly over a year for about 10 people in the Divisions of Realty
and Information Resource Management. The final run of the model necessitated
removing other users from the computer for about a month in order to make
corrections and to reunion the variocus layers of the model.

DISCUSSTGN

The Submerged Iands Report including maps of the 16 refuges and lists of
acquisition priorities is currently being reviewed in Washington, D.C., by the four
irvolved agencies and the Department of Interior prior to submitting the report to
Corgress. However, aside from meeting the statutory requirement for the report,
the Acquisition Priority System developed by Region 7 will serve as the first step
in developing individual refuge land protection plans to determine and publicly
state long-term refuge goals for inholdings. Since refuges in Alaska include whole
villages within their boundaries, there is little expectation that all or even most
inholdings will ever be acquired.

A second benefit, because resource data was gathered for all lands within refuge
boundaries, is that there is a GIS database that can be maintained, updated, and
used faor daily refuge management.

The Region is now improving and updating the APS medel and database and upgrading
the land status database considerably in order to identify individual land owners.
Individual plans will be developed for each refuge which will include more public
participation in identifying goals of landowners as well as refuge goals. The
individual refuge lard protection plans will also more clearly display the results
of the APS mcdel as well as better land status maps.
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I. ABSTRACT

In response to a congressional mandate to produce a prioritized list of all
inholdings on federal land which could be acgquired by the federal
government, Region 7 designed and implemented a Geographic Information
System (GIS) model. Prioritization was based on a statewide point system
reflecting the relative value of each resource, as delineated by digitizing
polygons (reference "The Acquisition Priority System in Alaska" by Danielle
G. Jerry). A GIS procedhre was developed to intersect the resource
polygons with land ownership polygons (sections) for each of the 16
Refuges. The highest point value for each section was then ranked both

within the Refuge and across all Refuges.

A number of ARC/INFO programs, bridging multiple workspaces, were reguired
to handle the several hundred thousand polygons. Eighteen distinct steps,
totaling over 250 macro programs, were designed and implemented. Several
weeks of dedicated computer time was regquired to produce the final list,
ranking all acquirable sections in order of descending value to the
Service. B85% of all United States Refuge land is in Alaska.

The subject paper centers around the automation of the model using a
custom-designed ARC/INFO application package, coded mainly using the ARC
Macro Language (AML). Data flow and process contrcl are de-emphasized in
favor of expanding on design considerations and technigques, resulting from
the collisions of moéel demands and various system/language constraints.
This presentation should provide general enlightenment on how large
databases and extensive processing can be handled wifhin the limitations of

the facilities and the GIS. (See Danelle Jerry's paper)
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II. INTRODUCTION

The primary goal of the model, known as the Acquisition Priority System
(APS), was to rank all refuge inholdings to indicate priority for
acquisition, as mandated by the Alaska Submerged Lands Act of 1989.

An evaluation of the volume of data to be processed to meet the goal in a
period of approximately one year made it clear that automation was
necessary. Work to define and design an automated database for land
ownership data was underway at the time when the mandate was received.
Additionally, other critical resources such as expertise in geographic
information systems (GIS), GIS software (ARC/INFO), a minicomputer system
(Data General MV/8000), and a capable staff within both the Divisions of
IRM (Information Resource Management) and Realty were already in place.
Analysis showed that a complex system of closely linked processes would be
required to automate the model. A strong selling point favoring automation
was the capability to back up and rerun specific processes when
perturbations to the model were imposed. Likewise, error recovery, whether
from erroneocus data or invalid software would be much quicker and more
reliable using automation. To manipulate attributes based on spatial data
and to combine the above for a multi-layered database, the capabilities of
a GIS was mandatory. GIS mapping and report capabilities would also be
required to show both the public (for the review process) and Congress
(final reports) where the high priority lands were located.

A complete overview of the Alaska Acquisition Priority System can be found
in the "Alaska Submerged Lands Act Report, Summary of Inholdings and
Acquisition Priorities on National Wildlife Refuges of Alaska", Appendix
A-14. At the top level, the model breaks into three distinct phases:

1. Collection and evaluation of biological resource data
2. Entry and updating of land ownership data

3. Integration of biological and ownership data, statewide ranking and
prioritization

From a data viewpoint, polygons with numeric attributes (biological values)
are geographically overlaid with section polygons with ownership acreage
attributes to produce a composite where property in a section belongs to

one or more owner classes and has a particular numerically-designated value
to the Service.

The following section (GENERAL DATA FLOW) translates the overview cited
above into specific GIS processes. Additionally, Appendix A shows the

complete data flow diagrams in flow chart format that depicts the APS
software.

The objective of this paper is to discuss design considerations, technigques
and problem resolutions central to the implementation of the APS conceptual
model into a working GIS application system. No attempt will be made to

describe the entire process in detaill - several volumes would be necessary
to thoroughly document the APS software.
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This paper will present how a large database was handled given the local
hardware and software constraints. A list of recommendations is provided
for consideration for anyone attempting a similar large scale automation
project using a GIS.

The current APS software must be considered a prototype system. A number
of times, backtracking was necessary due to misdirected efforts.
Throughout the project, knowledge was acquired that was converted to new
techniques for improving the implementation of the model. Current plans
call for evolution of APS to a full land information system, accessible to
a host of diversified applications. These plans are further developed in
the chapter called "Plans for Improvement and Enhancements”.
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[IT.

GENERAL DATA FLOW

Overview

To obtain ranked parcels for possible acquisition, the refuges had
to be described from both a land status, and a resource point of
view. The product, ranked parcels, was derived from integrating
land status and resource information. See Appendix A for an
overview of processes and data sets comprising the current APS
system.

Land status information was broadly defined as parcels which are
selected or conveyed, and grouped under 4 general owners - state,
native allotments, native corporations, and other private owners.
The data was obtained from the BLM (Bureau of Land Management) AALRS
system and checked against Service records and current Master Title
Plats. See Appendices G thur I.

The resource data, defined by the model, was supplied by biologists
familiar with the area. Polygons were drawn to delineate areas of
high, medium, and low resource value, for every resource category.
The APS model assigns points to each category, and sums the
categories into criteria. The final score for any parcel is the sum
of scores for all criteria as derived for that parcel. ('Points' is
used to refer to the value assigned to category polygons. 'Score'
is the model-derived value resulting from summing categories into
criteria(s). Please reference Danielle Jerry's paper for a complete
discussion of the resource model.)

The software parallels the data. A land status subsystem was
developed to import BLM land transaction data, and update and
summarize the information of interest to the Service. A resource
subsystem was developed to apply the resource model to resource maps
digitized by biologists. Software performed the task of assigning
peint values to the resource polygons and derived a final score for
each polygon. See Appendix B thur F.

The remaining software integrated land status and resource data,
ranking it across all refuges. Software products were derivative
data bases, check plots, publication ready plots, and tabulated
reports. See Appendix J thur L.

Over the 15 months of the project, it required 3 analyst/
programmers, 5 biologists, and 4 cartographers. Only two analysts
were involved full time.

Data Sources

Data comprising the land status or resources database is not easily
characterized. Quite a number of varied sources contributed data,
ranging from field biologists to the BLM automated land records
system known as AALRS. Data collections methods, including how to




view the distribution of wildlife, differed significantly from one
refuge to the next. When delineating wildlife populations, 1t is
safe to state that two biologists could legitimately interpret the
raw data such that the resulting containment polygons might differ
greatly. A further discussion of accuracy and reliability
concerning biological-derived polygons is beyond the scope of this
paper. However, the reader should keep in mind that the absolute
biological value of any particular land section is not defendable by
this model - only relative values are.

On the land grid side, townships and section lines, the situation is
clearer. The coordinate data, originating with the BLM, has
undergone numerous editing phases. Still the rigorous topological
structuring of ARC/INFO exposed a few more inconsistencies. These
were identified clearly by error labeling techniques built into the
ARCPLOT subsystem. Corrections were made to the extent necessary to
satisfy the model. Although the error rate was probably less than
1/10th of one percent, such errors were 'fatal' to ARC/INFO. More
explicitly, a topologically "clean" coverage could not be
constructed until these errors were corrected.

The initial land status was derived from the BLM's AALRS data via a
'window' driven cobol utility program. A window is an ASCII file
that lists the townships and sections within the subject area. The
refuge windows were coded in 1983 and proved to be quite inaccurate
along the refuge boundaries. ARCPLOT programs were used to overplot
the BLM refuge boundary and the FWS-digitized refuge boundary.
Differences were corrected to agree with the Realty refuge sheets.
Considering the large number of correct interior sections, the
overall error rate was less than five percent.

The AALRS data contained an acreage value for the area of each
section within the refuge boundary. Comparisons to the Realty
refuge sheets showed a high rate of error for west tier sections and
those cut by the boundary. Considerable time was spent editing the
section acreage values via a land status acreage update program,
extended to meet this need.

The land status acreage, where the section's area could be allocated
to any and any combination for the four owner classifications, was
found to be the most unreliable. The BLM readily acknowledged that
its AALRS land status data contained errors (no one knows to what
extent), but despite this, the data provided a starting point more
preferable than manually entering all data. Practices such as
over-selection (allowable under ANILCA) and mixed coding techniques
(sometimes at -the township level instead of section level) caused
problems in computerizing standard interpretations. Eventually, an
accurate database was constructed based on Realty's refuge sheets
and BLM's Master Title Plats. The land status checking and editing
has been the most time-consumptive procedure in the entire APS
project, accounting for several man years effort.
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Link Items

In the Land Status System, all data is tied to Alaska township
sections. A scheme for assigning unique integer numbers to
townships is in common use within the Alaska GIS community. These
numbers are referred to as 'index numbers' and point to the legal
description and other attributes for a township. Software and
tables were already available for converting township legal
descriptions into index numbers and vice versa. Therefore the
obvious data key for a section comes from combining the index number
of the township and the section number. For want of originality
the key is called 'indexsec'. Indexsec was assigned at the time the
section grid coverage was created and is carried throughout the Land
Status System for each subsequent coverage.

For the resource system, there didn't seem to be a need to link back
to the input data at first; only the score of each polygon needed to
be carried forward. But the biological model was still being fine
tuned, and it became desirable to recalculate resource score without
re-unioning all the category and criteria polygons. To achieve
this, pointers were carried from category to resultant criteria, and
from individual criteria to combined criteria for the Refuge. The
polygon id's for all the categories were stored in each unioned
criteria. This allowed pointing back to the original criteria
polygon, recalculating its points, and re-summing category points
for the criteria according to the model. Carrying the pointers
required an investment in software and disk space, but the
alternative of re-unioning all categories into criteria, and all
criteria for the refuge, was impossible in the time frame.

In the integrated data set, 1t was necessary to point back into both
land status and resource data. 'Indexsec' was still the pointer for
land status. For the resource data, the polygon identification
number for the polygon with the highest score was carried forward.
This pointer provides linkage to report what categories contributed
to the final score. 1If the point system changed, the highest
scoring polygon was redetermined, and the new pointer carried
forward.

The one data set which has data for the whole state (STATE WORK) has
a composite pointer that can be split to point back to the refuge it
came from and the data record in the combined land status and
resource data coverage. That data record has the land status and
resource pointers.

Updating

A major advantage of automating the land prioritization project was
to minimize the effort required to obtain a new set of output
products whenever the model parameters or input data was changed.
Overall, three types of changes are allowed within the current
model: population densities (digitized polygons), resource values
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assigned to the polygon, and acreage within each of the four land
status classifilcations.

The resource value is simply an attribute linked to a polygon.
Updating resource values consisted of changing points assigned to
one or more resource categories in tables, one for each species
within each category. The update AMLs translated alpha codes into
points by referring to these tables. Then scores were re-computed
according to the resource model. Links (backwards and forwards
pointers) have been designed into the database structure for the
purpose of enabling this type of updating (see section entitled
"Link Items"). Hence, it_.is not necessary to re-run the coordinate
(ARC) side of the database for resource value updates. Several
update AMLs, mainly running INFO programs, expedite the
carry-through of value-associated attributes to the state ranking
phase. The model has undergone several resource value updates with
minimal problems.

Changes in the location of resource distribution affect the
geographic data within the database. These changes (additions,
coordinate editing, or deletions) are made using the ARCEDIT
subsystem. Any such change requires run rerunning the affected
refuge sheet from the start and processing through to the end of the
statewide procedure.

Land status acreage updates (INFO) are handled by a stand-alone
system that only interfaces to the associated attribute file for the
Land Status coverage database. This is the same software that was
used to create (edit) the initial database. Since all townships and
sections within the refuge were initially included in the land
status database, updating consists of changing the acreage value for
any of the land status classifications. One exception is the Arctic
Refuge where a large corridor, until recently not a part of the
refuge, was added. However, there was very little land status
within this area and no noticeable affect was imposed on the
statewide ranking and prioritization. If this had not been the
case, the model would have had to been run again through these
phases.

Restart and Recovery

Although managers talk (dream) about completely automated systems,
system analysts realize that never does such a multi-step, large
database system run without abnormal terminations. Whether due to
"bad" data, software "bug", environmental crises, or hardware
failure, if it requires as much as a week of computer time, the
probability of "bombing" approaches certainty.

The APS software design faced this reality up front by incorporating
a stepwise approach, saving input, parameters and output files on
disk, and periodically backing these up onto tape. If the APS
operator requested more than one step to execute consecutively, then
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an "ok to proceed" must be signalled from the preceding process,
otherwise the run would terminate prematurely. This technique, in
itself, eliminated much wasted cpu time and confusion over validity.
Both manual check sheets and a 'progress board' were implemented to
further document the outcome of each logical step.

Steps were run as batch jobs with results directed to output files
in order to verify execution of processes. This provided records of
successful runs and evidence of problems in event of incomplete
runs. In some cases, 1t was necessary to rerun steps interactively
to capture error messages that ARC was not reporting to the batch
output files.

Another scheme frequently used was to rerun only the latter portion
of a step, accomplished by editing the unrun commands from the AML
into a new program version with a unique name. The associlated batch
output file was used to locate the last successfully run command.
Some parameter initialization was usually required, but within
minutes, the new recovery AML was ready to finish processing the
commands remaining from the terminated process. This procedure
resulted in savings of many hours. The recovery AMLs were saved and
on several occasions, re-used with a different refuge sheet, further
lowering the programming overhead.

Predictably, it was necessary to reload data coverages from tape
several times. Because of the inherent structure of the INFO
database, it was necessary to first load the replacement coverages
to a temporary (recovery) directory, then ARC COPY them into the
current database. Although this procedure was awkward and manually
performed, it usually worked satisfactorily if handled with care.
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Iv.

TECHNIQUES AND IMPLEMENTATION

Software

The APS software is a conglomerate of programs written in eight
different language structures. Several are stand-alone which only
interface via data files, but most are part of a linked,
hierarchical structure communicating by passed arguments or
parameter files. The table below shows how the software is
diversified by purpose, and the numbers associated with each. AML
programs were used wherever possible because these are composed of
ARC/INFQO commands that easily manipulate the coordinate database.
AMLs are also faster to write and debug than FORTRAN programs.
However, the most significant reason to stick to ARC or INFO code is
that it is quite simple to transport this software onto another
hardware system. This transfer will become a reality (see section
on Future Plans)}. For algorithms requiring byte manipulation or
nested looping, FORTRAN77 proved to be a much more efficient
implementation. Likewise, the operating system sort routine was
more expedient for sorting and reformatting large data file.
Several operating system macro language routines (CLI) were written
to perform computer resource monitoring, bookkeeping, and to drive
an existing FORTRAN program.

TABLE I
Language Number of
Structure Programs Purpose(s)
ARC/INFO AMLS 260 Flow control, geoprocessing

ARC COMMANDS *k %k Calls geoprocessing functions

INFO COMMANDS * % X Access/builds attribute database

INFO PROGRAMS 21 Manipulate attribute database

FORTRAN77 12 Performs intensive calculations

SORT /MERGE 8 Sorts or reformats large files

CLI MACROS 11 Monitoring, bookkeeping, misc.

SAS 1 Generates a graph for the final report
( *** - not counted, actual number is several hundred )
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The total software directory occuples 2.6 megabytes, 647 kilobytes
being devoted only to source code. Total number of programs was
289, easily qualifying the APS software for large application system
status.

Data Subsetting

Processing all sixteen refuges as a single data set was quickly
dismissed as a practical impossibility, first because of sheer
magnitude of the total data, and second, because of geographic
separation of refuges (nearly 1000 miles). Any attempt to map data
at a statewide scale would miniaturize the detail beyond
distinguishability. The logical conclusion was to divide the data
set by refuge which kept the data set spatially contiguous (except
for Maritime and Innoko). However, this division resulted in a
great disparity in area size. 1In fact, four refuges proved to be
larger than could be handled as single entities by ARC/INFO and/or
system limitations.

Existing manually-derived plats offered a solution for further
division into seemingly arbitrary areas called refuge sheets. These
were "blocked out" in a pattern resembling the USGS 1:250000
Quadrangles; however the boundaries of the two are not coincidental.
Refuge sheets were not divided on township boundaries, but instead
along lines of constant latitude and longitude. 1In order to
maintain some semblance of sanity in the database, a township can
not be divided across adjacent refuge sheets. The final resolution
dictated that the automated refuge sheets be a close approximation
to the manually-drafted refuge sheets basically for easy of status
proofing.

Large Databases
This resultant division provided four distinct advantages:

1. Smaller data sets translated to faster overall execution
because certain processes, such as sorting and topological
"cleaning”, have response times that are more like exponential
than linear functions.

2. Smaller data sets permitted selective archival when additional
disk space was required.

3. Separating data into directories by refuge sheet enabled
processing on different sheets (including land status
updating) to be performed simultaneously. This is because
each refuge sheet data set has its own INFO directory,
therefore single user write restriction does not apply. See
Appendix P.

4. Recovery from errors, necessitating re-running a process, was
considerably faster with smaller data sets.

Several minor disadvantages of a fragmented data set should be
noted. First, there will be considerably more directories and files.
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For each ARC coverage, there are about 10 arc files and 3 INFO
files. Additionally, 6 to 10 other data or parameters files are
required for each refuge sheet. This proliferation of files may
slow down searches and make data management more demanding. Second,
progress tracking will require more effort because of more
independent data sets, resulting in more complex bookkeeping tasks.
All in all, these disadvantages are far out weighed by the afore
mentioned advantages.

Relating Databases

The capability to implement relational techniques was essential to
meet the project requirements. Establishing a relational database
has the following virtues:

1. Polygon attributes not required for a particular process are
not handled. The result is faster execution time.

2. Relating files where a many to one relationship exists
minimized data redundancy.

3. The necessity to carry all information forward with each
processing step is eliminated; consequently only data that is
changed and the associated link item(s) are required for the
next step. The use of this capability minimizes the
requirements for disk storage.

The above factors enable the APS software to perform attribute
updates without having to re-create the topological data. For
example, when the scores are changed for a particular species, it is
not necessary to rerun the two UNIONs and one INTERSECT processes.
In other words, it is not necessary to re-derive the polygons
defining the intersection of resources and land status data.
Instead, using the link items (also thought of as "backwards"
pointers) , an AML program recalculates the score for each polygon.
Then the ranking process can be rerun. The time savings using this
technique is virtually immeasurable when compared to rerunning the
entire model. (See Appendix A)

The inability of ARC/INFO to establish INFO relates between two ARC
workspaces nearly doomed the multi-workspace design. A work-around
was accomplished by writing an AML program which essentially
duplicated the INFO externalling structure between an INFQO file and
a coverage file. The major difference is that the two files now are
INFO files in different INFO directories. This program, called
SET_REMOTE EXTERNAL, is quite complex in that it has to deal with
INFO internal filenames and system path names. Additionally, the
program solves the problem of referencing an external file in a )
'linked' (remote) directory. This program will function just as well
outside the APS software and should be considered a general purpose
utility. 1If this data linking capability had not be created, the
only alternative would have been to copy data files into each INFO
directory forcing APS onto a single disk. Such a scenario would have
been a terrible waste of computer time and disk space, to say
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nothing about the problems generated for update processing.
Processing Initialization and Monitoring

Process initiation of the APS model is not centralized under the
current implementation. All drivers and top level programs were
written in AML using one of four following techniques: menus, popup
menus, prompts or parameters (supplying a list of parameter values).
A summary of the differences of operation by major subsystem is
provided in Table II below. The following paragraphs expand upon
some of the more central concepts shown in the table.

The menu-type drivers were found to be significantly more suitable
for subsystems with many functions and/or parameters. Most
"friendly" was the popup menu (an ARC command construct) schema that
was implemented for land status updating. Both the task and its
parameters are 'picked' from menu displays, eliminating all key
entry - and the possibility for key entry mistakes. The non-pick
menu used on the resocurce subsystem was more flexibility but not as
user friendly. At the other extreme was the parameter specification
technique that offered little friendliness but maximum flexibility
and quicker response. For subsystems run exclusively by the
analysts, flexibility was the most important factor.

The land status creation subsystem uses parameter specification to
allow for a fixed sequence of steps to be run from a single start up
job. The starting and stopping step numbers are user specified, and
for each case are set depending upon: preceding processing history
(did it fail a previous step?), confidence in the data set, and
availability of resources (time and disk space). The technique
proved to be very useful, and in the long run saved considerable
computing resources.

All of the subsystems that contained lengthy tasks were programmed
to operate in batch processing mode, as well as interactive mode.
The user can place a batch job under any of the four batch streams
in two batch gqueues, depending upon the urgency and system loading.
Each batch job creates a batch output file containing sufficient
detail to enable progress monitoring and error checking. Both of
these features proved very useful when problems occurred.
Occasionally, the interactive mode was chosen over batch to obtain
priority processing or get more information leading up to an error
;irmination (some ARC messages are not sent to the batch output
le).

Considerable effort was devoted to the inclusion of error checking
code. For large systems in developmental stages with data of
unknown quality, extensive error checking code will always pay off.
The possibility of continued processing after an undetected error is
a condition that the system as a whole attempted to minimize.

Visual inspection of the data at designated milestones via scale
plots were very useful in detecting erroneous data not verifiable by
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logical or range testing code.

Sub- Resource|Landstatus| Landstatus State Plotting |[Final
Systems Creation Update Ranking Check Report
& &
Priority Final
Charac-
teristics
Ctrl Method|Menu Prompts Popup Menu |Parameters| Menu
Parameters
Operator Bi- Analyst Cartographer Analyst All An-
oleogist alyst
Freq of use|High l/refuge High Once 6/refuge|Once
"Friendly" |Good Good Best Least Good Fair
Sequencing |No Yes No No No No
Flexibility | None Some None Most Some Some
Driver/Prog|Driver Driver Driver Program Driver Driver
Checking Some Yes Thorough Some Some None
Batch Yes Yes No Yes Yes Yes
Interactive|Yes Yes Yes Yes Yes Yes

Table II Summary of Operations by Major Subsystem

Resource Menus

Realty Biclogists controlled and checked the execution of resource
processes. They used menus (with brief descriptive names) which
prompted them for the arguments needed. The menu called AML enabled
feature programs which could be executed directly in ARC by
experienced users. This resulted in users not being forced to use
the menu for repetitive tasks.
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MAJOR SUBSYSTEMS
Assignment of Resource Values

After intersecting land status and resource data, the resultant
coverage had multiple polygons per section. Since the rank of the
section is determined by a single resource value, one valu€ must be
assigned to the whole section. The land status data and resource
data was too coarse to decide which resource value is most valid for
any section, so it was decided to use the highest value (referred to
as 'high sum'). A new coverage was created by reselecting only
sections with inholdings and setting high sum. High sum is set by
an INFO program which reads all resource values for a section and
selects the highest.

Acreage Summarization

Acreage summaries (sub-totals and totals) for the four ownership
classes by refuge were required for input to two of the report
generators. Prioritization required the data to be further
subdivided into three priority classes. To this end, a set of AML
programs was designed to create a matrix-structured INFO file called
the 'statework' file. This file contained 3 records (one for each
priority class) for each refuge; the total summing to 48 records.
For each .record, five acreage figures were computed - the section
acreage and each of the four ownership classes. The summary
software was designed to operate in three modes - a single refuge, a
list of refuges or all refuges. This flexibility allowed a great
savings of time when data was updated for one or more refuges. For
each refuge, the data sources required were the 'final resource
coverage' and the 'land ownership' files, which resulted in one for
each refuge sheet. The processing of each refuge generated a
3-record text file, called 'ADD files', which were merged with the
other Refuge 'ADD files' into the 'statework info' file (see
Appendix K).

The technique used was to access the 'land ownership' files through
previously-established 'links' to remote INFO directories.
Additionally, to process multiple sheets, an AML program created the
required INFO RELATE commands and store them in AML variables for
later INFO program execution. Another AML program defined the INFO
CALCULATE statements to total each ownership class across all sheets
for a refuge, using the computed INFO relate numbers. Before
running the INFO program thus constructed, the data set was reduced
by reselecting only the section records for one of the three
priority levels. Running all.refuges amounted to activating a
nested loop within the AML program, that first processed by refuge,
and second, by priority class. The complete process resulted in
building and executing the INFO program 48 times. The INFO ADD FROM
command was used to combine the 16 add files into the 'info
statework file'.

66



Ranking Sections

Ranking - the ordering of section parcels by descending value of the
combined resocurce points - was performed both on individual refuges
and across all refuges (statewide). 1Initially, the former was used
but for the final APS reports only statewide ranking was considered.

Before ranking can be performed at the statewide level, all
pertinent refuge data must be brought together in a single file.
Because of the size of this file, a separate workspace was
designated and a flexible command-driven AML program was written to
handle process control for the three major components: imputing,
ranking, and outputing. All operations were disk file to disk file
interactions. Imputing consisted of building the composite file,
called the 'STATE FILE', by appending attribute data from the 'FINAL
RESQURCE' coverage refuge by refuge. At any time, the ranking
process could be run on the STATE FILE. Outputing was the copying
of the ranking values$ (both intra and inter-refuge) back to each of
the FINAL RESOURCE coverages.

To maintain the proper links between the 'STATE FILE', which must be
sorted, and each of the 'FINAL RESOURCE' coverages, a unique ranking
pointer (RNKPTR) was created. Unigueness was achieved by appending
the ARC/INFO-assigned internal polygon number to a refuge number
(1-16). The resulting 7-digit number, when REDEFINED by INFO into
its components, permitted the complete set of records for each
refuge to be identified and handled within the STATE FILE.

Due to the size of the resultant 'STATE FILE' (over 38,000 records)
and the fact that all refuges were not ready for input at one time,
all phases were designed to allow processing via a user-supplied
refuge list (same as the 'STATEWORK' processing). This flexibility
design made it easy to produce a two-refuge evaluation for a
proposed land swap that came up very suddenly. Additionally, when
an error was found in the data for a particular refuge or a change
in scoring resulted in an updated 'FINAL RESOURCE' coverage, it was
much quicker to just replace the data for that refuge rather than
re-build the entire 'STATE FILE'.

When all refuges had been added to the 'STATE_FILE', ranking was
performed by sorting on two keys: 1) descending upon resource value,
and 2) ascending on refuge number. In other words, when sections
had equal resource value, the lowest refuge number was ranked
higher. This secondary sorting had no affect on the following
prioritization processing but served to keep refuge records together
for the desired reporting format.

The primary purpose of the 'STATE FILE' was to provide the data for
the prioritization process, however, it is used in the generation of
another important statewide INFO file called 'STATE _TOWNSHIP', a key
file for generating a comprehensive reference report by township
(see section on Reports and Report C)



Prioritization

The acquisition priority assigned to each acquirable section is
directly related to the relative magnitude of the resource value,
which was previously computed and passed through the ranking
process. Three classifications were established in compliance with
the mandate: high, medium and low. To set the limits of resource
value that defined these divisions, an AML program was written to
determine the cutoff values between the high and medium classes, and
the medium and low classes. The guiding criteria was that
approximately equal acreages were to be placed in each of the three
classes. Within the 'STATE _FILE' previously defined, in addition to
the ranking items, are the section acreage and resource value. AML
programs were written to perform the evaluation, compute the
cutoffs, and assign a priority number of 1,2 or 3 (high, medium and
low respectfully) to each acquirable section.

The ARC FREQUENCY command was used to sum up the section acreages by
resource value, as well as provide a count of the number of sections
belonging to each resource value. An AML program computed both an
ascending and descending running acreage total (see Appendix N)
after running the frequency command. Additionally, this program
computed the one third value of the total acquirable acreage.
Determining the cutoff values was merely a matter of looking on an
output listing for the nearest acreage figure in both the ascending
and descending running totals, then lining over horizontally to the
corresponding resource value.

The last part of prioritization was to apply the cutoff values and
assign each section to either the high, medium or low class. An
INFO item called 'priority' was established in all 'FINAL RESOURCE'
coverages. An INFO program was written that took the cutoffs as
input parameters and made the appropriate assignments. If a section
was ildentified as non-acquirable, the priority number was left in
the initialized state (=0). This was the case for all Federal lands
- defaulting to this land ownership category if all of the four land
ownership categories were set to zero acreage.

The priority value was a key item in the generation of all of the
final reports and plots.

Check and Final Plots

Introduction

Due to the many steps on processing both resource and landstatus
datah.it was necessary to have many check plots. A basic layout
was worked out to generalize checkplots.

The items that can vary between check plot are titles, layout,

size or scale preference, and key data item. Resource check
plots could specify a file to be read to define the color lookup
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Ranking Sections

Ranking - the ordering of section parcels by descending value of the
combined resource points - was performed both on individual refuges
and across all refuges (statewide). Initially, the former was used
but for the final APS reports only statewide ranking was considered.

Before ranking can be performed at the statewide level, all
pertinent refuge data must be brought together in a single file.
Because of the size of this file, a separate workspace was
designated and a flexible command-driven AML program was written to
handle process control for the three major components: imputing,
ranking, and outputing. All operations were disk file to disk file
interactions. Imputing consisted of building the composite file,
called the 'STATE_FILE', by appending attribute data from the 'FINAL
RESOURCE' coverage refuge by refuge. At any time, the ranking
process could be run on the STATE FILE. Outputing was the copying
of the ranking values (both intra and inter-refuge) back to each of
the FINAL RESOURCE coverages.

To maintain the proper links between the 'STATE FILE', which must be
sorted, and each of the 'FINAL RESOURCE' coverages, a unique ranking
pointer (RNKPTR) was created. Uniqueness was achieved by appending
the ARC/INFO-assigned internal polygon number to a refuge number
(1-16). The resulting 7-digit number, when REDEFINED by INFO into
its components, permitted the complete set of records for each
refuge to be identified and handled within the STATE FILE.

Due to the size of the resultant 'STATE FILE' (over 38,000 records)
and the fact that all refuges were not ready for input at one time,
all phases were designed to allow processing via a user-supplied
refuge list (same as the 'STATEWORK' processing). This flexibility
design made it easy to produce a two-refuge evaluation for a
proposed land swap that came up very suddenly. Additionally, when
an error was found in the data for a particular refuge or a change
in scoring resulted in an updated 'FINAL RESOURCE' coverage, it was
much quicker to just replace the data for that refuge rather than
re-build the entire 'STATE FILE'.

When all refuges had been added to the 'STATE_FILE', ranking was
performed by sorting on two keys: 1) descending upon resource value,
and 2) ascending on refuge number. In other words, when sections
had equal resource value, the lowest refuge number was ranked
higher. This secondary sorting had no affect on the following
prioritization processing but served to keep refuge records together
for the desired reporting format.

The primary purpose of the 'STATE FILE' was to provide the data for
the prioritization process, however, it is used in the generation of
another important statewide INFQC fille called ‘STATE TOWNSHIP', a key
file for generating a comprehensive reference report by township
(see section on Reports and Report C)
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Prioritization

The acquisition priority assigned to each acquirable section is
directly related to the relative magnitude of the resource value,
which was previously computed and passed through the ranking
process. Three classifications were established in compliance with
the mandate: high, medium and low. To set the limits of resource
value that defined these divisions, an AML program was written to
determine the cutoff values between the high and medium classes, and
the medium and low classes. The guiding criteria was that
approximately equal acreages were to be placed in each of the three
classes. Within the 'STATE FILE' previously defined, in addition to
the ranking items, are the section acreage and resource value. AML
programs were written to perform the evaluation, compute the
cutoffs, and assign a priority number of 1,2 or 3 (high, medium and
low respectfully) to each acquirable section.

The ARC FREQUENCY command was used to sum up the section acreages by
resource value, as well as provide a count of the number of sections
belonging to each resource value. An AML program computed both an
ascending and descending running acreage total (see Appendix N)
after running the frequency command. Additionally, this program
computed the one third value of the total acquirable acreage.
Determining the cutoff values was merely a matter of looking on an
output listing for the nearest acreage figure in both the ascending
and descending running totals, then lining over horizontally to the
corresponding resource value.

The last part of prioritization was to apply the cutoff values and
assign each section to either the high, medium or low class. An
INFO item called 'priority' was established in all 'FINAL RESOURCE'
coverages. An INFO program was written that took the cutoffs as
input parameters and made the appropriate assignments. If a section
was identified as non-acquirable, the priority number was left in
the initialized state (=0). This was the case for all Federal lands
- defaulting to this land ownership category if all of the four land
ownership categories were set to zero acreage.

The priority value was a key item in the generation of all of the
final reports and plots.

Check and Final Plots

Introduction

Due to the many steps on processing both resource and landstatus
data, it was necessary to have many check plots. A basic layout
was worked out to generalize checkplots.

The items that can vary. between check plot are titles, layout,

size or scale preference, and key data item. Resource check
plots could specify a file to be read to define the color lookup
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table. Different refuges needed refuge name, sheet number, and
alternate scale if it didn't fit on the plotter.

The basic check plot process was split into several subroutines.
This allowed quick development of new check plots since only some
subroutines had to be added, patterned after existing ones. Some
subroutines are general and others are specific to a type of
check plot. Those which must be tailored to a particular check
plot are named according to the check plot requested. The
calling routine appends the check plot type to the subroutine
name so the correct subroutine will be called, and arguments are
passed to specify refuge and lookup table. There are two
versions of the routine that specifies the size of the plot. In
one the size is set and the plot scale 1s implied by the plot
size. The other reads a plot parameter file which has the
desired scale for a particular refuge.

Resource Check plots

Check plots allowed the bilologists to check data consistency and
served as records of the intermediate processes. An inconsistent
check plot could mean a missed step or an error in digitizing.
Many check plots were required for monitoring each step of
entering and unioning resource data. A check plot was created
for each specie or category within each criteria. The macro for
this check plot was designed to send the plot to a Tektronix
terminal, where the biologist could hardcopy it at 8 1/2" X 11".
The rest of the resource check plots were plotted at either
1:250,000 or 1:500,000 depending on whether the refuge would fit
on a D size plot. A check plot was made when categories were
unioned into criteria. Finally, the last resource check plot was
made for each refuge when all criteria had been unioned together.

Land Status Check Plots

Land status check plots were compared against Master Title Plats
to correct land status by owner group. Printouts of the land
status data was used to verify acreage totals per section.
Another check plot was created when the sections with inholdings
were extracted for integrating land status and resource data.

Integrated Check plots

After land status and resource data was intersected, a check plot
was made of the integrated data. Then another check plot was made
of the sections after 'high sum' had been set. These two check
plots were compared to verify that 'high sum' had been set
correctly.

69




Ranking check plots

The final plot for each refuge showed the sections as prioritized
at high, medium, or low. This plot was designed to be published.
It still used the generalized plotter routines, with changes in
plot size and layout. It was plotted at 8 1/2" X 11" for the
report, but found to be too small for the amount of detail in the
larger refuges, so another set was plotted at twice the size for
showing the public.

Conclusion

The plotting for the APS project was a major effort. Each refuge
required, at a minimum:

50 category plots
10 criteria plots
1 unioned resource plot
2 land status plots
1 acquirable section plot
2 integrated plots
2 final ranked

68 plots X 16 refuges = 1,088 plots

Since it was almost always necessary to rerun plots, the actual
number of plots produced were probably greater than 2,176. This
guess 1s based on the fact that first plots were never the last.

Reports

During the initial design phase, four types of reports were
identified to provide both overview and detaill information about
acquirable refuge lands. To make 1t easier to distinguish one from

the other, a single letter acronym was identified with each, as
below:

A - Acquisition ranking by land ownership/selection
(summary of inholdings in all Alaska refuges)

B - Acquisition ranking by land ownership/selection
(summary of inholdings by refuge)

C - Statewide ranking by resource value
(summarized by township)

D - Land Acquisition selection, criteria values and state
ranking (for all sections ordered by township/section)

All four reports show the acreage allocated to each of the four

ownership categories. The first three reports (A,B,C) were included
in the Alaska Submerged Lands Act Report. The D-Report, comprising
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of nearly 400 pages, is intended to be used to answer public
inquires regarding how a particular section was scored and ranked.
For example, using the D-Report, it would be easy to discover that a
particular section was highly valued by the Service because it
hosted high densities of Trumpeter swans and Emperor geese.

Appendix L displays samples of the computer generated versions for
all reports. Computationally, the A-Report and B-Report were
derived from the same computer listing (refer to the section on
STATEWORK).

The INFO REPORT facility (a complex command) called from within AML
programs was used to gather and format the data for all four
reports. A single driver program, with considerable flexibility
supplied by command parameters, allowed the user to do the
following:

- Select any combinations of reports to address

- Determine whether the process would build a report file,
output the report file, or both functions

- Permit processing only user-selected refuges for the D-Report

- Build 'link' files for accessing remote INFO databases

The report processor was written to run either in interactive or
batch mode. The output files were directed through a system
utility, which specified the character size and margins, to a laser
printer.

The INFO code for the A and B Reports was straight forward, using
the 'STATE WORK' file, sorting first on refuge, and second, on
priority level. Reference the section on generating the
'STATE_WORK' file for more details.

The C-Report required considerably more effort. A major problem was
that the ownership acreage data was spread across 16 refuges, and 27
workspaces when the separate INFO directories for each refuge sheet
are totaled. Since this easily exceeded the INFO RELATE maximum of
nine files simultaneously, an AML program was created that looped by
refuge, building the INFO RELATE commands and storing them in AML
variables for later execution. A statewide INFO file, with one
record for each acquirable township, called 'STATE TOWNSHIP', was
built from information comprising the 'STATE _FILE'. The major task
was to summarize by township, that 1is, to additively collect the
statistics (acreages) for each section in that township. Again, an
INFO SORT was the key technique used, sorting all records on the key
item called 'INDEXSEC'. Complexity was introduced by the 128
character record limit for INFO commands. When totaling acreage for
more than 4 refuge sheets, this limit was exceeded. The solution
required that an INFO program be written that builds INFO commands
under loop control; the product of which was unique for each refuge.
In other words, a program built another program, which then did all
the summations. The data from the 'STATE TOWNSHIP' file was passed
through a 4-level sort INFO SORT processor. The sort keys in order
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were: priority level, resource value (descending), refuge number and
township INDEX number.

The D-Report entailed bringing together information from both the
land status and resource databases at the section level.

Fortunately, only one refuge needed be considered at a time. The
resource data to be reported was stored in a separate workspace in
up to 10 coverages (one for each of the 10 criteria). Again, the

INFO relate limit was exceeded using a straight forward approach.

- The solution implemented was to build a new INFO file, called

'"ALL SCORES', for each refuge that contained all 10 scores. Then
this file was used in the report building AML program. TwO passes
were required to build this file, for the same reason as above. The
internal ARC pointers for criteria polygons were used to extract the
value for the score. Linking the score to a section was possible
only because the 'high sum' pointer was carried forward consistently
from its origin with the resource/land status intersect process.
Since the D-Report process was executed from a refuge workspace
instead of the statework space, four other report items, found in
other parts of the database, had to be 'linked' for INFO relates.
The AML utility program, SET REMOTE EXTERNALS, written for previous
processing, again proved essential to set up this connection.

Once the resource data was extracted and centralized, and the INFO
database links established, the INFO report code was straight
forward. The output data for each refuge was sorted by INDEXSEC
because that is the key item upon which references will be based.
Without the D-Report that brings the whole value system together,
responding to detail requests would require tracing back, by hand,
through the other reports as well as looking up data for scoring not
reported. Such a process would be very tedious, error-prone and
time-consuming.
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VI.

PROBLEMS AND SOLUTIONS
Introduction

Looking back over the entire APS experience, the major difficulties,
which translated into wasted resources, can be lumped into seven
categories:

Design

Implementation

Vender Software

Data-Induced

Time Estimates

Loss of Time to Mange Limited Resources
Natural Disasters

Design implementation, vendor software, data-induced, time
estimates, loss of time and natural disasters. These categories are
not unique to the APS project but will occur to a certain degree in
all long term, large scale computerized applications. The purpose
of the following paragraphs is to identify the nature of the
problem, the extent of disruption, to what degree it was preventable
and what steps were taken to remedy the situation.

Design

Basically, there was no separate design effort at the beginning of
the project. The original statement of the problem seemed straight
forward and the project was accepted to and started with only
general information about intended products. Essentially the
project was started blind, with more confidence about feasibility
than understanding of the complexity of the undertaking.

Without a project design effort, the project suffered in these
areas:

Data Management

Disk space

Standards and conventions

Modularity

The scope of the project and the amount of data to be generated was
not realistically perceived. If the sheer amount of data had been
roughly estimated, the impact on existing data storage facilities
would have been foreseen and additional disks could have been
leased. Design can highlight foreseeable problems and provide room
to deal with unforeseen problems.

Implementation
Although standardization receives a lot of 'lip service', it rarely

is thoroughly thought out and implemented. The APS project was no
exception. Standardization was generally good within a subsystem
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but broke down across subsystems. Standards initially set were
later changed, often to get around a limitation. When this
happened, it was tedious and time-consuming to back track and change
all references to the new standard, and indeed painful if archived
data was involved. Along with design, modular definition of
routines would have built-in flexibility for dealing with changes.
Analysis of the APS experience indicates that significant coding to
handle exceptions could have been avoided if across-the-board
standards had existed before implementation.

.Segments of the project were assigned to different analysts without
informing them of the final goal. The simplicity of the problem
statement made 1t seem feasible to create the data structures as
needed. However, without design, and without knowledge of other
efforts, there were variations in file naming, data items, directory
structure, and data definition strategies.

The general concept was simple but the basic components were not
defined until the milestone that required them were reached.
Fundamental implementation decisions were made without knowledge of
the ultimate consequences of the design. Previously executed steps
had to be rerun when problems required changing data definitions, at
the expense of significant duplication.

Therefore, down the line, some macros needed to be redone to meet
some unforeseen limitation or requirement for a later step. Data
bases were bullt and then changed, leading to nightmares of
different versions of the same data. Some macros had to be changed
when the data changed. Others, that seemed adequate in a pilot run,
turned out to be awkward or unusable when applied to multiple
refuges, with multiple sheets. Long programs had to be split into
modules when strategies changed, to facilitate rewriting some
functions and expanding others to handle iteration. Routines that
dealt with data from both land status and resources had to
accommodate 2 different refuge naming conventions.

Vendor Software

The majority of problems (but not all) encountered in the third
party software involved the attribute database system - INFO.
Although several problems appeared to be "bugs" in the software, the
most costly were due to restrictions and lack of functionality.

A major problem was the limit of nine concurrent relates; that is,
no more than nine database files could be accessed at any one time.
Several times additional coding or intermediate files were necessary
to accomplish the task. Both work-arounds introduced undue
complexity, extended the design and coding phases and resulted in
greater execution times.
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The lack of an easy workable solution to access multiple INFO
databases from a single disk location proved to be a more serious
problem. Writing the total database into a single workspace or even
two workspaces (reference second using the INFO ADIR command) was
simply impossible given the large number of files (several thousand)
and size (over a gigabyte). Even dividing the database into
separate workspaces by refuge was not adequate in some cases.
Considerable time was spent working out an AML program -
(SET_REMOTE_EXTERNALS) that sets up a 'link' file in one workspace
to an INFO file in another workspace. Again, this work-around cost
additional time during execution as well as creating a large number
of files for INFO to track and manage. What INFO lacks 1s a
language construct to allow tying together INFO workspaces in a
seamless, transparent manner from the users viewpoint.

For reasons still unknown, the INFO SORT command was unable to
handle a PAT (polygon attribute table) file when extended by the
five acreage items. The solution implemented was to split these
attributes into a separate INFO file, tied to the PAT by a relate
item. Again, several days were lost trying to solve this problem in
other ways. The cost also included setting up a new set of 'linked'
relate files and database overhead.

INFO also failed during the process of creating 'link' files for an
estimated 10 percent of the files because of a problem in the INFO
file header recordation. These files were erroneously tagged as
'extended’ files which can not be processed by the TAKE command.
The vendor was unable to suggest the cause, but helped create a
work-around. In the final analysils, these INFO-related problems
contributed heavily to what is belng termed as 'wasted resources'
throughout the APS project.

Data-Induced

Data caused problems are based on erroneous data, mishandling or mis
conceptions. Each of these had an affect upon the APS model, it's
execution and the outcome.

Mishandling and misconception occurred during the preparation and
unioning of resource polygons. The result was numerous meaningless
sliver polygons. The cause of the problem was that boundaries that
should have been coincidental were not. The overriding cause was
performing the ARC topological 'cleaning' using different 'fuzzy
tolerances' for the various data layers. The fuzzy tolerance was
defaulted to be computed based on the source map size, not set to a
fixed value. -Thus after many unions, the resultant boundary would
‘creep’ from its original position. Several days time was lost
verifying the digitized resource maps and validating polygons.
Corrective action was to align the boundaries using the graphics
editor or the ARC ELIMINATE command. Better control and
coordination of data processing could have reduced the sliver
polygon problem considerably.




Erroneous acreage data in the land status database was the other
major problem. Due to a variety of reasons, many sections contained
acreage values that were determined to be wrong during a
verification check. The data in question originated with the BLM
AALRS database and was intended for other purposes. Some ownership
figures pertained to the entire township instead of a particular
section and the APS processing had no way of assigning this data to
the correct section or sections. A second problem was that under
ANILCA, native groups were allowed to over-select lands. This was
reflected additively in the AALRS database; that 1is, sections would
have acreage figures two or more times the actual nominal limit of
640 acres. Only by comparing land status data plots to Realty
sheets and Master Title Plats was 1t possible to adjust the acreage
value for APS. Verification and editing of nearly 100,000 sections
for five acreage figures was very time consuming - in the order of 2
- 3 man years. Despite this problem the checking and updating
process was still more cost-effective than data entry from scratch.
An estimated 30 percent of all values were updated via this process.
Acreage problems were unpreventable since no other source was
availilable, already automated and in a format convertible to the APS
database structure.

Time Estimates

For casual estimates, usually the honest estimate was multiplied by
2, to provide for unforeseen problems. The doubled estimate was
usually still too conservative. Probably the main reason for this
was the sheer size and complexity of the undertaking, including time
necessary to manage the logistics of hardware, data, and personnel
resources.

Loss of Time to Manage Limited Rescurces

The APS project tried the limits of all Service resources: disk,
cpu, tape, personnel, plotters, supplies, manuals, and patience.
Probably 20% of personnel time was absorbed trying to manage these
resources.

Realty went to double shifts to use the one digitizing table and to
spread the processing out, so as to keep a reasonable response time.
During times when the most staff were involved, 1t was sometimes
hard to find manuals.

Most jobs were executed in batch, and scheduled overnight and over
weekends to have less impact on interactive jobs. But scheduling
too many simultaneocus batch tasks hung the operating system (AOS/VS)
when conflicting tasks prevented each other from completing
(thrashing). Output from batch jobs went to batch output files and
sometimes jobs had to be rerun interactively because some ARC error
messages were not be redirected to the batch file.
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It became difficult to keep track of what procedures were done for
what refuges. An erasable board was used to track and monitor land
status jobs. At one time, there were 3 different data definitions
for one file type because files were brought back from archival
after the data structure changed.

Toward the end, the project required more disk space than IRM could
beg, borrow, or steal. Besides the data space needed, at least one
ARC function (CLEAN) uses 14 times as much space as the data set it
is applied to. APS reached the point were it could use 3 gigabytes
of disk space for data and temporary balloon space. It was
necessary to free up as much disk space as possible, negotiate for
more, and archive whole refuges at times to allow room to process
others.

Management had to choose between leasing additional disk or taking
off most of the other system users. It was decided to take all non-
APS users off the system for a period of time, rather than ration
out time and disk that APS didn't use. This was very unpopular with
the other users, but emphasized the need for independent hardware
for APS. It was expected that APS would be finished within a month,
after taking over the system, but again the estimate was too
conservative. Twice major changes required rerunning the last two
phases of the project, requiring another month.

Natural Disasters

In the computer business, it can be taken for granted that the
computer will fail at some crucial point, near the end of the
project. This project was no different. When the system failed due
to a power fluxuation, someone made the mistake of remarking that
the only disaster not yet realized was earthquake or flood. The
next day a good part of southern Anchorage flooded. And then the
earthquake happened in California. Although those two events didn't
interfere with the project, the eruption of the volcano Mt Redoubt
did. Whenever ash drifted towards Anchorage the computer room was
closed down to prevent ash from being brought in through the air
conditioning system. Besides the natural disasters, we experienced
the usual equipment malfunctions and idiosyncrasies.
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IT.

PLANS FOR ENHANCEMENTS

Introduction

Although the current APS software was designed to meet a specific
goal, there is a continuing need to provide land status information.
These {(and other needs) were analyzed and incorporated into a
preliminary database design prior to developing the system called
APS. Over the past year and a half, a lot of knowledge has been
accrued relating to implementing a large data base within a GIS
framework. A new look at what the original work was attempting 1is
needed to compare that to the current APS concepts. The two designs
seem to possess sufficient commonalities to expect that the
requirements of both could be met by a single software system. Thus
APS, as 1t exists now, may evolve into a more comprehensive resource
information system addressing a wide range of management issues.
Whether emphasis will be placed on modeling, queries or some other
function will need to be determined before major expansion or
re-writes are begun. Although the final system, if one can be bold
enough to use that adjective, 1s not completely conceived or may
never be, some of the more important, consensus-driven enhancements
will be outlined below. The current system was aimed at short term
goals, specifically bringing in BLM land status data, updating it,
and producing the acreage reports required by the Congressional
mandate. The redesign will consider known long term objectives.
Some of these goals will not be realized in the near future. APS,
or it's offspring will definitely be a long term commitment.

Conversion to SUN:

Realty has purchased a Sun 4/370 with 5 GB of disk as the platform
for APS. APS is scheduled to be moved over to the Sun in the next
year. The ARC AML's are theoretically transportable. Global
variables were used to refer to directories, but other
idiosyncracies will be found. For instance, INFO commands in DG
AML's can be indented, but they cannot be indented in the Sun
implementation of ARC. So the AML's will would need some review and
modifications.

While the system is being moved, it will be rewritten to meet long
term goals, to be more manageable to run, and to be more efficient.
Here are some of the issues that need to be addressed in the
rewrite.

Landstatus

Realty would like to have information on all inholdings down to the
parcel level. This will encompass:

Location and extent of parcel

Owner (Surface, subsurface, or both) -

Whether the parcel is selected or conveyed.

Conveyance type
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Overlapping claims

It will change from simply storing the acreage claimed within a
section, to having an entry for every parcel. The additional data
items may double the size of the present data base. The complexity
of the data base structure will increase, as well.

The new design will also require a new digitizing effort to create
the coverages that will describe the parcels.

Resource

The basic resource model will remain the same. The structure of the
software will be reviewed to improve execution time. There are many
loops used to process multiple categories and criteria, and there
are probably opportunities for improvement.

Database Access

Access to the database, especially land status, is anticipated to be
required by offices other than Realty, and quite possibly by the
remote field sites (refuge headquarters). With several of the
refuges are acquiring computer hardware and increased awareness of
GIS capabilities, an extended design must encompass serving Service
personnel using remote installations. Either the database, or a
portion thereof, will need to be down loaded to other GIS-equipped
computer systems or an access to the central system will need to be
provided. There will be one master data base under management of
the Realty Division and copies will be provided to interested
parties. Outsiders may have read access but Realty will retain
update authority. A local Region 7 office has already down loaded a
small portion of the land status for the Yukon Delta Refuge to a PC
for a specific, urgently needed mission. The questions associated
with updating and disseminating a centralized database to the field,
access control and a host more will need to be confronted up front
in the design process.

User Interface

Currently, operation of the APS software is decentralized and
operates via varied techniques ({see section on Techniques and
Implementation), some user 'friendly' and others not. For ease of
use for all, a single entry point, with access control, should be
implemented. A fully-functional pull-down menu system, displaying
the appropriate selections for each type of user, seems to be the
best alternative. An automated help and documentation facility
corresponding to each choice would be a great assistance to all
users. These automated documents should include process flow
diagrams and an automated progress tracking system. The complexity
of running the APS model currently requires even the analysts who
wrote the software to frequently look up information to complete a
full run.
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JIII.

RECOMMENDATIONS

As with most long term large scale projects, a number of 'lessons
were learned' or unheeded principles reinforced. The below list
attempts to capture the more salient brought to light during the APS
project. All of the suggestions are generic, meaning that they
would apply equally well to any number of computer applications, not
necessarily GIS oriented. The ordering is not intended to imply
distinctions of importance or affects.

1, Take the time necessary to do a complete design. If the
information is not available, go as far as you can, then
proceed into a pilot test phase. Impress upon management
that extra time here is time well spent or conversely, time
not spent here will cost later.

2. Be straight forward and 'hard-nosed' up front with issues
that may delay production. This will go a long ways to
prevent blame from accruing to the developer if the
discussed problems do indeed arise.

3 Educate management concerning the costs of changes,
particularly those after the system has been implemented
and production has started. For all changes significantly
affecting the delivery date, have management make the time
line adjustments in writing.

4. Standardize the database structure across the entire
project, including filenames and variable nomenclature.
Modularize as much functionality as possible so that
changes only need be made in a single routine.

5. Document the software, data definitions and procedures as
they are being developed. This is the time when complex
interactions are best understood and remembered. Document
well, especially if an 'older' version might have to be
reloaded from archive. Don't 'cop-out' on the excuse that
"development is not done" - there will always be some
coding work contemplated.

6. If more than one person is designing or implementing the
design, they should be continually communicating. Assumed
interpretations lead to trouble.

7. Do not underestimate or let management misjudge the size
~and power of the hardware necessary to contain and run the
fully-functional database. Archiving and recoveries from
disk 'crashes' can end up costing more in total resources
than an initial procurement to provide the capability to
process as planned. If the desired hardware can not be
obtained, then adjust the time frame for deliverables
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10.

11.

12.

13.

appropriately.

Examine the input data closely for gquality and
completeness. Programming for exceptions while in
production can be very costly. Not catching such problems
before delivery can doom the project itself.

Be liberal with error checking code. Always assume that
re-runs will be required, so perform thorough file
'house-cleaning’' at each step. Error messages should pin
point the cause of the problem (ideally) and the unigque
software location of termination. Always abort on a
serious errcor and don't let the next sequentially-queued
Job begin.

When estimating production schedule, allow for some error
conditions and re-runs. If problems do not happen, and you
finish ahead of schedule you really look good, otherwise
you will (hopefully) make the deadline.

Program long tasks for batch mode with a batch output file
that can be used to pin point error termination 1if it
occurs. An interactive version may also be useful to
acquire more information or achieve a quicker response.

For projects that have multiple databases and/or multiple
steps, devise a workable tracking system. Consider
automation; the overhead in coding maybe well worth it.
For steps to be queued in sequence, automated detection of
errors may be the only feasible way to prevent continuing
processing following an error condition.

Beware of archival techniques that may permit you to

re-load obsolete data or run de-archived data through a
modified system that is no longer 100% compatible.
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IX. CONCLUSIONS

We consider APS to be a true success story, because it fulfilled the
objective, in spite of insufficient definition of goals, continual changes
in method, and tight resocurces.

The technical problems encountered throughout the automation of the APS
project, by enlarge, revolved around the inability of INFO to communicate
easily, via AML programs, with the coordinates database and attributes
stored in other INFO databases. Only by establishing data linkages using a
locally-conceived technique was is possible to configure the database
without many versions of the same file proliferating the disks. There is a
definite need for the vendor to improve the ARC/INFO interface, the goal

being to affect a seamless coupling with full data transfer and referencing
facilities that are easy to use.

In an ideal world, 30% of the project should have been spent in the design
phase. This would have included a detailed requirements document and
analysis of the amount of data involved. Then the time estimates and

equipment needs would have been more realistic, and less of an unpleasant
shock.

The constant changing of the model emphasizes the strength of GIS. It is
-flexible, allowing management to try different strategies, until they
decide on the best one. But ultimately, the better that needs are defined
in the design stage, the more efficient and/or economical the system.
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APPENDEX A

APS Data and process Diagram
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APPENDEX B

Biologist's Resource Map (CATEGORY)
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APPENDEX C

Digitized Resource Polygon Map (For Category FIPO)
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APPENDEX D

Class Assignments for two CATEGORIES
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Filename: Thursday 06/14/90 5:22 p.m. Page 1

$RECNO  YDFRFIPO# CLASS

1 1

2 2 C

3 3 C

Yy Yy B

5 5 B

6 6 C

7 7 A

8 8 A

9 9 B
10 10 B
11 11 C
12 12 C
13 13 C
14 14 C
15 15 C
16 16 C
17 17 C
18 18 C
19 19 C
20 20 C
21 21 C
22 22 C
23 23 C
24 24 e
25 25 Z
26 26 ¢
27 27 '3
28 28 c
29 29 C
30 30 c
31 31 A
32 32 B
33 33 C
34 34 B
35 35 B
36 36 B
37 37 C
38 38 &
39 39 C
4o 4o C
41 41 c
42 42 C
43 43 C
4y 4y B
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Filename: [§%Jy Thursday 06/14/90 5:22 p.m. Page 1

SRECNO  YDFRFISP# CLASS

1 1
2 2 C
3 3 C
4 4 B
5 5 B
6 6 D
7 7 A
8 8 B
9 9 B
10 10 C
11 11 D
12 12 D
13 13 D
14 14 G
15 15 G
16 16 D
17 17 D
18 18 B
19 19 B
20 20 D
21 21 D
22 22 D
23 23 B
24 24 D
25 25 C
26 26 D
27 27 D
28 28 B
29 29 B
30 30 Z
31 31 B
32 32 B
33 33 B
34 34 B
35 35 B
36 36 B
37 37 D
38 38 D
39 39 A
4o 40 B
41 41 D
42 42 B
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APPENDEX E

Examples of CRITERIA
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APPENDIX E

EXAMPLE OF CRITERIA SCORING
FOR CRITERIA FR - FISHERIES
YUKON DELTA NATIONAL WILDLIFE REFUGE

FR-ID FISP FIPO VALUE MAX SCORE
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APPENDEX F (part I)
Point Assignment per Category per Criteria
&

Scoring Maximums per Criteria
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DU,LASH, 5,
DU,LYNX, 5,
DU,LAMA, 5,
DU,LAMG, 5,
DU,LAMO, 5,
DU,LAMU, 5,
DU,LAPB, 5,
DU, PAWA, 10,
DU, PEFA, 10,
DU, POBE, 10,
DU,REFO, 5,
DU,REIN, 5,
DU,ROEL, 5,
DU,SBTD, 5,
DU, SEOT, 10,
DU,SERO, 10,
DU, SHOA, 10,
DU,SHOR, 5,
DU, SLHO, 10,
DU, SLRO, 10,
DU,LAWF, 5,
DU,LAWV, 5,
DU,CARI, 5,
DU,GRBE, 5,
DU,MUSX, 5,
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DU, WOLF, 5,
DU,WOLV, 5,
DU,M00S, 5,
DU,BLBE, 5,
DU,MOGO, 5,
DU,MART, 5,
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Filename: Thursday 06/14/90 4:33 p.m. Page 2
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DW,LASE, 8, 4
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DW,SEAB, 5, 3, 1
DW,RIOT, 5, 3, 1
DW,RNDU, 10, 6, 2
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DW,SNGO, 10, 6, 2
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6., 2
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Filename: Thursday 06/14/90 4:33 p.m. © Page 3

MB,SNGO, 10, 6,
MB,SWAN,10, 6,
MB,TACG, 10, 6,
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6|

MB,TRSW, 10,
MB,TUSW, 10,

NN
ooooo

- w e e o=
- * 2w e =

MM,FSHO, 18,10,
MM ,FSRO, 20,12,
MM,PAWA,16, 8,
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RS,BLBE, 10, 5,
RS,CARI, 10, 5,
RS,DASH, 10, 5,
RS,GRBE, 10, 5,
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RS,M00S, 10, 5,
RS,MUSX, 10, 5,
RS,WOLF,10, 5,
RS,WOLV, 10, 5,
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APPENDEX F (part II)

Scoring Maximums per Criteria
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APPENDIX F (part II)

ES,CUMREF, 20
MM, CUMREF, 20
FR, CUMREF, 10
RM, CUMREF, 10
MB, MAXREF, 30
RS, MAXREF, 10
PU,MAXREF, 10
TR, MAXREF, 30
DU, CUMAK, 20

DW, CUMAK, 20

mm—————— Maximum allowable score

.
e so e

------ Scoring method

;—- Criteria

COMREf - éumulétive] max applies to a Refuge

MAXREF - Use maximum categories points up to a max for Refuge

CUMAK - Cumulative scale to max over the whole state
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APPENDEX G

Excerpts from the BLM Land Status Data
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Co

1
11
17
19
z7
28
31

lumns
- 10
16
- 18
26
27
30
31

APPENDIX G.

Raw Land Status Data from BLM

Contents
Serial Number

Case type

Conveyance Pref
Conveyance Numb

Meridian

Township Number
Township Direct

* % %k

Data Item Definitions

ix
er

ion

Sample Dat

* d ok

Columns
32 - 34
35 35
36 37
3B - 44
45 53
54 58
59 80

a *k*x

Contents
Range Number
Range Direction
Section Number

Unused
Acreage

Township Index §

Unused

—— e e = S S S S S R e o R A - e R e M A A A e A M A M e -

1 2 3
000000 235155PL0O00964B7C028S006W05 00000
000000 235155PL0O0096487C0285006W06 00000
000000 235155PL0O0096487C028S006W07 00000
000000 235155PL00096487C0288066H08 00000
000000 235155PL00096487C028S006W17 00000
000000 235155PL0O0096487C028S006W18 00000
000000 235155PLO0096487C0285006W19 00000
000000 235155PL00096487C0285006W30 00000
A 026918 362000CD19561206C028S006W0O0 00000
A 040735 311111CD19590615C0285006W00 00000
A 054475 362001CD19630612C028S006W00 00000
A 060835 311111CD0O000O0000C0O28S006WOS5 00000
A 060835 311111CD0O0O0OG0O000C0O2BS006W0O6 00000
A 060835 311111Cp0000000O0CO28S006W07 00000
A 060835 311111CDOOGOOOOOCOZBSOO6W08 00000

104

00000500001007
00004500001007
00028500001007
00013500001007
00003500001007
00042500001007
00019000001007
00000500001007
00000000101007
00217700001007

00000000101007

00000500001007

00004500001007

00028500001007

00013500001007

000
000
000
000
000
000
000
000
000
000
000
000
000
000

000

000
000
000
000
000
000
000
000
000
000
000
000
000
000

000

0000000
0000000
0000000
0000000
0000000
0000000
0000000
0000000
0000000
0000000
0000000
0330001
0400001
0500001

0000001
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APPENDIX H.
Refuge Window Data
* kK Data Item Definitions * hk

Record 1 - Header record for identification only (skipped by program)
Record 2 - n
Columns 1 - 5 Township Index # (converts to a legal
description)
Columns 6 - 41 Section flags (0 = not in refuge, 1 = in refuge)

k% Sample Data *kk %k

XXXXXANILCA / MARITIME4 utm zone 5

010071111111111111111111111111111113111111
01025111111111111111111111111111111111111
11860111111111111111111111111111111111111
14512111111111111211111111311211111111111111
1451311111111111111113111111211111111111111
14520000011110000000110011100001100000100
14541000000000000000000011000001111111100
145421111111111111111111111111111111311111
14617111111111111111111111111111111111111
14628111111111111111131111111113111111111
14636000000000000000000000000000000011100
146371111111111111113111313111331111111111
14643111111111111111111111111111111111111
1464411111111111111111131121113113111111111
14646111111131111113111111121121113311111111
1464711111111211111111111213111111111111111
146481111111111111111211111111111111111111
1464911111111111111111111111131131311111111
14652000000000000100000000111111000000111
146531111111111111111111111211111311111111
1465411111111111111213132311121111211111111
14655111111111111111131111111111111111111
146561111111211113111311111321112111111111
1466711121111121111213111211211111111211111
1466911111111331211313311311113331131331111
146701111111111211111211111113111111211111
146711111111111111211111211111111113111111
14672000111000000000000000000000000000000
14688111111111111111111121112111111211111111
14689111111311131111311111111113111311211
146901111121111111111111112112122113111111
14691111000000000000000000000000000000000
14707111111211111312112112111131111112111
14708111111111111111111111111211111111111
1477011111111111111113111131111111111111111
1477111111113121211213111111311121111111111
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841

SRECNO AREA

-1.71707E+09
2511427000
1772359.000
733,054.063
2483294.000
2207345.000
265,706.750
255, 584.750
171,884.125
780, 988.750

96,270.625
25,391.281
1156175.000
493,448,125
662,308.750
161,756.938
39,044.688
2081331.000
456,744.625
2108885.000
725,310.313
458,815,938
1323877.000
828,971,438
367,128.188
4,422.188
286,581.375
1552468.000
820,343.688
31,655.000
362,648,125
617,166.875
2427499.000
1137245.000

PERIMETER KA_APS# KA_APS-ID KA_SUM{ SUM INDEXSEC ACQUIRABLE KA RANK STATE_RANK RNKPTR

829,161.625
6,337.148
5,385.891
4,243.543
6,305.066
5,945.797
2,432.396
2,216.569
2,147.616
3,623.317
1,723.699
1,507.179
4,654.746
2,982.133
3,348.784
1,598.073
1,095.573
5,794.613
3,744.157
5,844.258
4,212.809
3,859.023
4,859.598
5,052.953
3,103.669

328.817
2,861.372
5,185.414
4,268.582

811.019
3,307.220
3,091.745
6,309.902
4,755.289

[ Sy S N
QWO WNEFEFQOOUONNOWU S WN

NNNNN
U WN e

N
o

WWWNNN
NFH OWmN

w W
> W

VLONOOWNEO
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APPENDIX J-

0
18
18
14
14
14
24
25
24
22
20
17
17
17
18
29
34
34
34
34
34
35

- 35

35
35
35
36
36
36
35
36
36
35
36

0
532722
532721
532721
532720
532719
529020
529020
529019
529019
529019
529019
532724
532723
532723
529020
529020
525325
525326
525326
525327
525327
525327
525328
525329
525329
525329
525330
525330
529020
525329
525329
529028
525328

o b b b o b b e b e e b b e e et e e e e e e e e e s S e e o O

sNoNoNeoNeNolololololajoeoRoloololofololoNolofoRojojofololoNleleNol
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¢l

35
36
37
38

40
41
42
43
44
45
46
47
48
49

160, 401.000
747,495.375
387,378.438
843,778.125
600,736.938

8,510.219
1570314.000
378,340.750
76,069.375

8,149.094
2233498.000
2312454.000
275,371.063
455,705.188
2314093.000

3,379.289
4,156.223
3,927.994
4,422.043
3,942.586

534.814
5,283.906
3,119.463
1,757.353

577.815
5,935.527
5,996.734
2,591.715
3,459.059
5,977.449

34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

N
RN B OIO

35
35
34
29
25
24
24
22
20
17
17
17
18
30
18

529028
529029
529029
529029
529029
529029
529030
529030
529030
529030
532725
532726
532726
525325
532727

e e e T T T

[ejolojojoloNoNoNololooRoNoNel

lolojojolojoRoRoloRojoloNoNoRe)

[eNeojololoololololoNoNoNoNoRe]
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pil

SRECNO

AREA

-~1.75339E+09
2588106.000
2403106.000
2587856.000

12588118.000
2587916.000
2587933.000
2587865.000
2402746.000
2588167.000
2588088.000
2588300.000
2588282.000

2587826.000 .

2411889.000
2587893.000
2587947.000
2412223.000
2588070.000
2587814.000
2588115.000
2587895.000
2588053.000
2411970.000
2588213.000

2588100.000 -

2587908.000
2587973.000
2588242.000
2420871.000
2588196.000
2587908.000
2421392.000
25088091.000
2588039.000

APPENDIX K

PERIMETER ACQ# ACQ-ID INDEXSEC SECT_ACRE ACQUIRE HISUM HISUMH RANK RNKPTR ST_RANK PRIOR

832,711.375
6,435.418
6,204.488
6,434.121
6,434.215
6,434.176
6,435.148
6,435.109
6,203.680
6,434.770
6,434.758
6,434.801
6,434.777
6,434.691
6,215.449
6,434.414
6,435,355
6,216.715
6,434.121
6,435.230
6,436.172
6,435,152
6,434.094
6,215.938
6,435.797
6,435.805
6,434.727
6,434.777
6,434,684
6,227.785

6,434.477 -

6,434.375
6,227.898
6,436.188
6,435.164

OO WN -

D b b b e e e e
[@RVolNsI N Ne WS, B SN N o}

NN
> W N =

NN
Noo

[SSRIVEIVE S BN
NFRFOW®

[9%]
w

w W
S35~

0
1,027
1,026
1,405
1,404
1,403
1,402
1,401
1,400
666
667
668
669
670
671
1,031
1,032
1,033
1,406
1,407
1,408
1,409
1,410
1,411
677
676
675
674
673
672
1,036
1,035
1,034
1,417
1,416

0
529020
529019
532724
532723
532722
532721
532720
532719
525325
525326
525327
525328
525329
525330
529028
529029
529030
532725
532726
532727
532728
532729
532730
525336
525335
525334
525333
525332
525331
529033
529032
529031
532736
532735

640.000
640.000
593.849
640.000
640.000
640.000
640.000
640.000
593.743
640.000
640.000
640.000
640.000
640.000
596.009
640.000
640.000
596.083
640.000
640.000
640.000
640.000
640.000
595.977
640.000
640.000
640.000
640.000
640.000
598.243
640.000
640.000
598.317
640.000
640.000

O S S S el ol ol ol el I I S Tl e e Sy S Wy Sy S P P W A g P WP P S S Y

0
35
24
17
18
18
18
14
14
34
34
37
37
37
37
35
35
25
24
18
18
18
14
14
34
34
37
37
37
37
35
35
29
24
19

0
126
401
478
455
456
457
571
572
154
155

95

96

97

98
127
128
387
402
458
459
460
573
574
156
157

99
100
101
102
129
130
337
403
448

700001
700002
700003
700004
700005
700006
700007
700008
700009
700010
700011
700012
700013
700014
700015
700016
700017
700018
700019
700020
700021
700022
700023
700024
700025
700026
700027
700028
700029
700030
700031
700032
700033
700034
700035

0
28921
35921
37893
37743
37744
37745
38148
38149
29665
29666
26679
26680
260681
26682
28922
28923
35542
35922
37746
37747
37748
38150
38151
29667
29668
26683
26684
26685
26686
28924
28925
33892
35923
37658

LWWWLWWLWWWWWLWWWWWWLWWWLWWWWWRWWWOLWWWLWWRLWWWWLWWWLWWWOD



STl

2587994.,.000
2588042,000
2587847.000
2420624.000
2588234.000
2588420.000
2430142.000

43 92360240.000

44
45
46
47
48
49

2587087.000
2587853.000
2587681.000
2587677.000
2587779.000
2429814.000

6,434,168
6,434,133
6,435,113
6,227.176
6,435.125
6,435.133
6,239.406
38, 443.254
6,434.219
6,435.398
6,435.359
6,434.465
6,434.367
6,237.914

36 1,415
37 1,414
38 1,413
39 1,412
40 297
41 298
42 299
43 0
44 990
45 991
46 992
47 993
48 994
49 995

532734
532733
532732
532731
521504
521505
521506

0
528901
528902
528903
528904
528905
528906

640.000
640.000
640.000
598.211
640.000
640.000
600.507
640.000
640.000
639.444
639.441
639.438
639.435
600.464

R s s O e e e

19
14
14
14
17
29

36
40
40
35
35
34

449
575
576
577
479
338
304

116
52
53

131

132

158

700036
700037
700038
700039
700040
700041
700042
700043
700044
700045
700046
700047
700048
700049

37659
38152
38153
38154
37894
33893
32739

27945
23417
23418
28926
28927
29669

RN

LR T R R )
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REFUGE PRIORITY SECT_ACREAGE

AK

AK

AK

AP

AP

AP

AR

AR

AR

BE

BE

BE

IN

IN

1

2
3

w

w N

N W

6,352.0
72,938.0
164,285.0
40,180.0

573,409.0

2,164,903.0

157,070.0
120,775.3
756,883.1
12,783.0
133,177.0
28,662.0
464,022.0
141,899.0
118,892.0
26,614.0
1,903.0

97,509.0

26,116.5.

14,670.8
369,921.1
293,092.1

128,517.1

APPENDIX L.

NAT_ALLOT

5,600.0
0.0
23,070.0
128.8
5,714.0
3,396.8
7,607.0
2,958.0
8,443.1
99.0
224.9
0.0
12,894.9
1,253.9
624.0
0.0

0.0

0.0
480.9
239.9
4,553.4
11,362.3

1,806.3

117

NAT_CORP
752.0
30,938.0
130,285.0
32,413.9

450,280.3

1,866,785.0

72,960.9
70,628.1
520,631.4
8,295.0
91,892.8

18,830.0

351,659.0

105,412.0
111,628.0
12,205.0
660.0
97,336.0
16,701.0
10,129.3
316,589.5
196,850.3

84,130.5

Land Ownership Class Acreage by Refuge and Priority

- - S e = R = e A G S e - Y= A e e e e -

INFO output used to create both the A and B Reports

AK_STATE
0.0
42,000.0
10,876.0
1,733.8
129,340.7
488,749.4
434.0
6,036.1
131,649.8
1,890.0
47,550.0
15,092.0
49,308.0
20,209.0
2,420.0
0.0

0.0

0.0

0.0

0.0

0.0
©2,918.0

0.0

OTHER_PRIV
0.0
0.0

54.0
7.8
471.9
816.5
90.0
0.0
0.0
115.0
22.7
0.0
17.4
0.0
0.0
0.0
0.0
5.0
0.0
0.0
5.0
487.1

510.5



KD

KE

KE

KE

KY

KY

KY

NO

NO

NO

SE

SE

SE

TE

TE

TE

TO

TO

TO

YD

YD

YD

YF

Y¥

YF

295,062.3
403,887.7
647,808.0
325,939.6
437,589.1
241,980.4
135,719.6
227,898.4

62,899.1
197,993.0
454,722.0
655,652.0
182,182.0
114,756.3
114,844.9

41,579.5
793,585.1
296,395.4

359,144.0

3,525,925.0
3,054,262.0
2,540,960.0
1,162,691.0

1,446,408.0

335,808.0

1,606.7
160.0
110.0

0.0
12,945.9
3,523.0
0.0
2,078.4
75.0

0.0
17,879.9
19,15§.0

4,027.8

6,180.1

2,457.2

40.0

33,427.0 -

8,698.0
4,934.2
132,810.8
129,201.0
80,378.3
24,454.1
24,679.2

1,852.0

204,256.5
384,152.1
607, 698.3
320,284.1
335,179.6
205,903.6
119,195.9
88,962.9
6,420.0
61,880.5
309,855.0
538,767.0
166,981.0
102,207.3
46,802.4
30,188.5
661, 646.3
239,663.6

276,733.3

2,668,992.0
2,435,318.0

2,081,984.0

973,059.6

1,253,970.0

267,196.0

18, 659.6
775.0
355.0
720.0

26,191.1

14,671.0

11,773.7

69,035.6

55,841.6

138,329.6
5,305.0
0.0

0.0
2,375.9
64,992.7
8,817.6
69,345.2
40.0

49,278.3
482.0

81,713.9

26,433.2

5,055.4

11,464.0

49,224.0

385.2
69.1
136.3
86.2
11.8
0.0
0.0
10.0
0.0
0.0
5.0
0.0
0.0
872.8
197.7
0.0
763.1
1,115.7

0.0



SUMMARY OF LAND ACQUISITION PRIORITIES BY LAND OWNERSHIP/SELECTION

REF PRI

KD H
M
L

KD

KE H
M
L

KE

KY H
M
L

KY

NO  H
M
L

NO

SE H
M
L

SE

TE H
M
L

TE

TO H
M
L

TO

INFORMATION FOR TABLES A AND B

NATIVE
ALLOTMENT

11,362.3
1,806.3
1,606.7

14,778.3

160.0
110.0
0.0

12,945.9
3,523.0
000

16,468.9

2,078.4
75.0

17,879.9
19,159.0
4,027.8

41,066.7
6,180.1
2,457.2

40.0
8,677.3
33,427.0

8,698.0
4,934.2

NATIVE
CORP.

196,850.3
84,130.5
204,256.5

485,237.3
384,152.1

607,698.3
320,284.1

1,312,134.4

335,179.6
205,903.6
119,195.9

660,279.1
88,962.9
6,420.0
61,880.5
157,263.4
309,855.0

538,767.0
166,981.0

1,015,603.0

102,207.3
46,802.4
30,188.5

179,198.2
661,646.3

239,663.6
276,733.3

47,059.3 1,178,043.1

118

ALASKA
STATE

2,918.0
0.0
18,659.6
21,577.6
775.0

355.0
720.0

26,191.1
14,671.0
11,773.7
52,635.8
69,035.6
55,841.6

138,329.6

263,206.8

5,305.0

69,345.2
40.0
49,278.3

118,663.5

OTHER
PRIVATE

487.1
2l 5
385.2

TOTAL

ACQUIRABLE

293,092.1
128,517.1
295,062.3

—— e S WS WS = R R e e S S e e e G e e e e A S8 e e S e G e e e e B S —

716,671.5

403,887.7
647,808.0
325,939.6

e e R G i A M ey WS G e e e MR e G S e e S e ma — v — i —— -

1,377,635.3

437,589.1
241,980.4
135,719.6

—— e A e v R S S R e S e S e S e D e e M M G e G ey b e G e R e . e e - — v ——

815,289.2

227,898.4
62,899.1
197,993.0

Ml s e . G o e S e D S W e R e R e T v SR e e e e e e e R e A S W G — -

488,790.4

454,722.0
655,652.0
182,182.0

- e G Sy S S A e D e m R R S e ey R e e e e M W e ey e e e S e D e S e A e e A A W

1,292,556.0

114,756.3
114,844.9
41,579.5

- At e S ey e W A W A A W e D SR Wm S G My M e e M G ey W e A WD A e e S e WS S e

©76,190.2

271,180.7

793,585.1
296,395.4
359,144.0

e e R e W R e A M e S e R e TE WD e G e R W G T S Y e S e T MR e G e S G e A S

1,449,124.5



SUMMARY OF LAND ACQUISITION PRIORITIES BY LAND OWNERSHIP/SELECTION

REF PRI
YD H
M
L
YD
YF H
M
L
YF

INFORMATION FOR TABLES A AND B

NATIVE
ALLOTMENT

132,810.8
129,201.0
80,378.3

342,390.1
24,454.1

24,679.2
1,852.0

NATIVE

CORP.

2,668,992,
2,435,318.
2,081,984.

e e e e e = e e e e o G Y e e e M A e e e A e e e S e S e R e G e e e e e e e —

7,186,294.

973, 059.
1,253,970.
267,196,

e e e T e G e G e P A G ey S e e W S e e e e G e ME e S e e e G e M e e e A e e
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APPENDIX L.

Final Reports - A & B
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SUMMARY OF LAND ACQUISITION PRIORITIES BY LAND OWNERSHIP/SELECTION

INFORMATION FOR TABLES A AND B

NATIVE
CORP.

752.0
30,938.0
130,285.0

ALASKA
STATE

0.0
42,000.0
10,876.0

OTHER
PRIVATE

0.0
0.0

TOTAL
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6,352.0
72,938.0
164,285.0
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664,220.3
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119,017.8

351,659.0
105,412.0
111,628.0

64,532.0

49,308.0
20,209.0
2,420.0

17.4

174,622.0

464,022.0
141,899.0
118,892.0
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REF PRI NATIVE
ALLOTMENT

AK H 5,600.0
M 0.0

L 23,070.0

AK 28,670.0
AP H 128.8
M .5,714.0

L 3,396.8

“« ©9,239.6
AR H 7,607.0
M 2,958.0

L 8,443.1

AR 19,008.1
BE H 99.0
M 224.9

L 0.0

BE 323.9
IN H 12,894.9
M 1,253.9

L 624.0

™ 14,772.8
1Z H 0.0
M 0.0

L 0.0
1z 0.0 -
KA H 480.9
M 239.9

L 4,553.4

KA 5,274.2
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APPENDIX L.

Sample of Final Report - C

SUMMARY OF LAND ACQUISITION PRIORITIES
TABLE 23 - TOWNSHIPS
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Check Plots
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Section Acreage
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APPENDIX N.

Section Acreage vs Frequency of SUM Value

This report is used to establish the "cut-off" values for the resource

High, Medium and Low
(also referred to as item PRIORITY with values 3,2 and 1 respectively)

Key items are the ascending and descending running acreage totals. The

value called 'SUM for setting priority classes:

ARC FREQUENCY command and an INFO program was used to generate the report.

SRECNO

SUM FREQUENCY SECT_ IACRES RUN_FREQ

103 1
102 1
101 2
100 2
96 4
95 6
94 1
91 2
90 74
89 2
88 5
87 9
86 4
85 4
84 23
83 6
82 29
81 39
80 19
79 38
78 45
77 66
76 35
75 35
74 41
73 41
72 49
71 57
70 69
69 78
68 126
67 241
66 258
65 261
64 124
63 293
62 362
61 325
60 345
59 863
58 877

57 1,257

1,400
5, 600
1,279
1,243
2,495
3,797
625
1,262
4,479
1,280
3,188
5,682
2,558
2,558
14,711
3,829
17,650
24,819
12,107
24,188
28, 695
42,108
22,241
21,327
22,538
25,219
30, 638
36,275
39,660
46,953
77,951
152,693
158,677
163,188
77,634
175,164
208,021
195, 581
199, 784
539,970
556,799
773,261

1

2

4

6

10
16
17
19
26
28
33
42
46
50
73
79
108
147
166
204
249
315
350
385
426
467
516
573
642
720
846
1087
1345
1606
1730
2023
2385
2710

3055.

3918
4795
6052

126

' RUN_UP
1,400
7,000
8,279
9,522

12,017
15,814
16,439
17,701
22,180
23,460
26,648
32,330
34,889
37,447
52,158
55,986
73,636
98,455
110,563
134,750
163,445
205,553
227,794
249,122
271,659
296,878
327,516
363,792
403,451
450,404
528,354
681,047
839,724

1,002,912

1,080,546

1,255,710

1,463,731

1,659,312

1,859,096

2,399,066

2,955,865

3,729,126

RUN_DOWN
23,987,728
23,980,320
23,974,720
23,973,440
23,972,208
23,969,712
23,965,904
23,965,280
23,964,016
23,959, 536
23,95<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>