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Abstract 

The influence of study design on the ability lo delect the effects of landscape paltern. on gene flow is one of the most press­
ing methodological gaps in landscape genetic research. To investigate the effect of study design on landscape genetics 
inference, we used a spatially-explicit, individual-based program lo simulate gene flow in a spatially continuous popula­
tion inhabiting a landscape with gradual spatial changes in resistance to movement We simulated a wide range of combi­
nations of number of locil number of alleles per locus and number of individuals sampled from the population. We 
assessed how these three aspects of study design influenced the statistical power to successfully identify the generating 
process among competing hypotheses of isolation-by-distance, isolation-by-barrier, and isolation-by-landscape resistance 
using a causal modelling approach with partial Mantellests. We modelled lhe statistical power lo identify the generating 
process as a response surface for equilibrium and non-equilibrium conditions after inlroduction of isolation-by-landscape 
resistance. All three variables 000. alleles and sampled individuals) affecl the power of causal modelling, bullo different 
degrees. Slronger partial Mantel r correlations between landscape distances and genetic distances were found when more 
loci were used and when loci were more variable, which makes comparisons of effect size between studies difficult. Num­
ber of individuals did not affect the accuracy through mean equilibrium partial Mantel r, but larger samples decreased the 
uncertainty (increasing the precision) of equilibrium partial Mantel r estimales. We conclude thal amplifying more 
(and more variable) loci is likely to increase the power of landscape genetic inferences more than increasing number of 
individuals. 
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the spatial sampling design on landscape genetic infer­
Introduction 

ence has received some attention, much less is known 
The sensitivity of landscape genetic analyses to variation about the effects of the study design in terms of the num­
in lhe sampling scheme used to obtain the genetic data ber of sampled individuals, number of loci analysed per 
remains largely unexplored (Balkenhol et al. 2009; Segelb­ individual (but see Murphy et a1. 2008), and number of 
acher et al. 2010). Schwartz & McKelvey (2009) demon­ alleles per locus on the ability to correctly and reliably 
strated that clustered spatial sampling of individuals in a identify the generating process. Several recent papers 
population in which gene flow is governed by isolation­ identified lhis topic as among the most pressing method­
by-distance (IBD) can lead to incorrect identification of ological issues lo address in landscape genetics (Balken­
non-existentl discrete populations. While the effects of hol et al. 2009; Segelbacher et a1. 2010; Epperson et al. 

2010; Balkenhol & Landguth 2011). 

Correspondence: Erin L. Landguth, Fax: +1 4062434184; Individual-based landscape genetic analytical meth­

E-mail: erin.landguth@mso.urnt.edu ods excel at quantifying correlations between current 
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landscape structure and CtuTent spatial genetic structure. 
However, rates and patterns of landscape change may 
affect the emergence, change and loss of genetic structure 
(Ezard & Travis 2006; Murphy et al. 2008; Landguth et al. 
2010). Given that species conservation and management 
is primarily concerned with recent or predicted future 
changes, if landscape genetics is to be used in these con­
texts then there is an urgent need to rigorously assess 
both the effects that legacies of past landscape change 
have on observed genetic patterns and the speed at 
which these genetic patterns change in response to altera­
tions to existing landscapes. Simulation modelling 
approaches are particularly valuable to explore the 
effects of sampling on the detectability of landscape 
genetic pattern-process relationships, as they al.low 
explicit control over the generating process of gene flow 
and the sampling design (Balkenhol et at. 2009; Epperson 
et al. 2010; Balkenhol & Landguth 2011). For a systematic 
assessment of the effects of study design on landscape 
genetic inference, it is important that the generating 
process is known without error. 

A common analytical approach to associate landscape 
patterns with gene flow processes uses pair-wise cal.cula­
tion of cost distances (e.g. Coulon et al. 2004; Cushman 
et al. 2006; McRae 2006; Spear et al. 2010). Pair-wise cost 
distances among many sampling locations are calculated 
from a landscape resistance model and correlated with 
pair-wise genetic distances among the same sampling 
locations, using statistical methods such as Mantel (1967) 
and partial. Mantel tests (Smouse et ai. 1986). These tests 
allow direct ass<?ciation of landscape pattern (expressed 
in cost distances among individuals) and population 
genetic process (expressed in terms of pair-wise genetic 
differentiation among spatially referenced genotypes; 
e.g. Cushman & Landguth 2010). Legendre & Fortin 
(2010) have shown that the power to detect a spatial rela­
tionship when one is present in the data can be lower 
using Mantel tests than alternative methods that are not 
based on pair-wise distances. However, Legendre & For­
tin (2010) recognized that Mantel tests are appropriate 
when testing hypotheses that can only be formulated 
using pair-wise distances. 

Causal modelling (Legendre & Legendre 1998) has 
recently been applied to model selection in landscape 
genetics (Cushman et al. 2006). The method tests alterna­
tive hypotheses by conducting a series of diagnostic 
Mantel and partial Mantel tests. Despite concerns regard­
ing low power of Mantel and partial Mantel tests, recent 
simulation analyses have shown that individual-based 
analysis of pair-wise relationships between genetic dis­
tances and cost distances in complex landscapes using a 
causal modelling framework have high power to identify 
the correct landscape resistance hypothesis and reject 
incorrect, but correlated, alternative hypotheses. For 
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example, Cushman et al. (2006) demonstrated the ability 
of a causal. modelling framework to identify a peak of 
support for the most supported out of 110 alternative 
models for American black bear (Ursus americanus) gene 
flow in northern Idaho, USA. More recently, Cushman & 
Landguth (2010) used simulation modelling to demon­
strate that causal modelling with partial Mantel tests has 
a high power to identify the generating process of 
genetic differentiation in a spatially continuous popula­
tion and reject incorrect but often highly correlated alter­
native hypotheses. This simulation study, which 
assumed a large number of highly variable loci amplified 
for a large sample of individuals, demonstrated that cau­
sal. modelling is effective in identifying the correct model 
out of a large set of models comprised of a full factorial 
of a number of variables potentially associated with gene 
flow. 

The objective of this paper is to investigate how the 
power of causal modelling with partial Mantel tests 
depends on number of individuals, number of loci, and 
number of alleles per locus. In this study, we use a 
spatially-explicit, individual-based, simulation program 
to generate spatial patterns of genetic similarity among 
organisms across a spatially heterogeneous landscape, 
which we evaluated at two time steps of 20 and 400 non­
overlapping generations (Landguth & Cushman 2010). 
We then assess how variation in the number of sampled 
individuals, number of loci, and number of alleles per 
locus affects the strength of observed landscape genetic 
pattern-process relationships. Finally, we model the sta­
tistical power of causal modelling with partial Mantel 
tests to identify the correct model of isolation-by-land­
scape resistance (lBR) from among competing models of 
lBD and isolation-by-barrier (lBB) as a function of 
number of individuals, number of al.leles per locus and 
number of loci used. 

Models and methods 

Simulation program 

We used a spatially-explicit, landscape genetic program 
(CDPOP version 0.85, Landguth & Cushman 2010) to 
simulate genetic exchange acrOss SOO non-overlapping 
generations among 1000 individuals as functions of 
individual-based movement through mating and dis­
persal on a given landscape. The landscape pattern is 
represented through a resistance surface with grid cell 
values representing costs of movement through the 
landscape. In CDPOP, mating and dispersal are modelled 
as probabilistic functions of cumulative cost between 
individual locations acrOss these resistance surfaces (Le. 
least-cost path or step-wise summed resistance values 
between locations). These movement (mating and 

© 2011 Blackwell Publishing Ltd 



278 E. L. LANDGUTH £1 AL. 

'dispersal) cost functions are scaled to a user-specified 
maximum dispersal distance. 

Our goal was to assess the sensitivity of landscape 
genetic inference to number of individuals and number 
and variability of molecular markers, everything else 
being equal for maximum comparability, rather than 
assessing sensitivity to characteristics of the landscape. 
Therefore, we used the same landscape resistance model 
for all simulations. We adopted an empirically tested. 
model of landscape resistance to black bear movement in 
Northern Idaho, USA, from Cushman et aT. (2006) to 
ensure that the simulated. scenario mimicked a realistic 
system <Fig. 1; extent of approximately 3000 km2 with 
resistance values ranging from 1 to 62 in 9O-m grid cells). 
On this landscape resistance model, we initialized. the 
1000 individual locations in the Universal Transverse 
Mercator (UTM) coordinate system by populating grid 
cell values in a hexagonal pattern at 1.6-km spacing 
unless the cell value was >6 (Fig. 1). This was carried. out 
to place individuals in habitat that was relatively suitable 
for the species, given this landscape resistance hypothe­
sis. We simulated movement (mating and dispersal) 
between these individuals as a function of the inverse­
square of cost scaled to a maximum movement distance 
of 39 200 cost-units, which is ~22% of the total cost dis­
tance on the landscape, suggesting a low dispersing 
organism and corresponding to the range of positive spa­
tial autocorrelation of genetic relatedness among individ­
uals as a function of cost distance in the Cushman et al. 

(2006) data set. This maximum cost distance value 
constrains all mate choices and dispersal distances to be 
S39200 cost-units apart with probability of mating or 
dispersal distance within that limit specified by an 
inverse-square probability function (Landguth & Cush­
man 2010). See Fig. 1 for an example individual that has 
the corresponding radius of 39 200 cost-units. 

We initialized. genotypes for the 1000 individuals by 
randomly assigning allelic states across an initial popula­
tion with a random sex assignment that contained 25 loci 
(which were subsequently sub-sampled) with the k-allele 
mutation rate set to 0.0. CDPOP simulates spatially refer­
enced. genotypes for all individuals at each generation 
with independent assortment and no linkage disequilib­
rium in Mendelian inheritance. We set mating parame­
ters in CDPOP to represent a population that was 
heterosexual with a polygamous structure (females 
mated without replacement and males mated with 
replacement). Offspring parameters were set such that 
each female had a number of offspring with random sex 
assignment following a Poisson process with mean of 4. 
This guaranteed a positive lambda value that ensures 
that all spatial locations were filled through dispersal 
movement at each generational time step and avoids 
empty locations that require immigrants from an outside 
population. This maintained a constant population of 
1000 at every generation, and the remaining offspring 
were discarded. once all the 1000 locations were occupied. 
by a dispersing individual. This is equivalent to forcing 

Fig. 1 Simulated population, landscape and maximum movement distance. 1000 individuaL~ (yellow points) located on the resistance 
surface from Cushman et al. (2006) with extent of approximately 3000 km2 and resistance values ranging from 1 to 62 in 90-m grid cells. 
An example individual is selected (blue point) to show the corresponding 39 200 cost-unit radius. This maximum cost distance value 
constrains all mate choices and dispersal distances to be $39200 cost-units apart with probability of mating or dispersal distance within 
that limit specified by an inverse-square probability function. In addition, the yellow line represents the barrier delineation used for the 
isolation-by-barrier distance calcula tion. 
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emigrants out of the study area once all available home 
ranges are occupied (Landguth & Cushman 2010). 

Simulation scenarios 

We ran 50 replicate simulations for each level of alleles 
per locus (3,5, 10, 15,20 and 25 maximum alleles at the 
beginning of each simulation run, thus simulating a pan­
mictic initial population with maximum allelic diversity), 
with 25 loci and 1000 individuals. Simulations were per­
fonned under IBR for a period of 500 non-overlapping 
generations. Once simulation runs were completed, we 
randomly sequentially sub-sampled loci and individuals 
according to a complete three-way factorial design with 
factors (i) initial number of alleles per locus, with six lev­
els (see above); (ii) number of loci, with five levels (5, 10, 
15, 20, 25 loci); and (iii) number of individuals, with 23 
levels (1000,900, ... ,500,450, ... , 100, 90, ..., 10 individu­
als). Each simulation was evaluated at two time steps (20 
and 400 generations), resulting in 13 800 data sets that 
will be referred to as scenarios. Equilibrium partial Man­
tel r was the value of r once spatial genetic equilibrium 
reached an approximate asymptote. Preliminary analysis 
showed that results for partial Mantel tests were most 
variable after 20 generations, whereas after 400 genera­
tions, partial Mantel r equilibrium was achieved in all 
simulations and the relationships between genetic and 
the association between landscape pattern and genetic 
structure had stabilized. 

Statistical analysis of simulation results 

Inter-individual genetic distance was calculated as the 
proportion of shared alleles (Bowcock et al. 1994), and 
landscape-cost distance model (Le. IBR distance; e.g. 
Cushman et al. 2006; Spear et al. 2010) was calculated for 
each pair of sampling locations as the cumulative cost 
associated with traversing the least cost path from one 
sampling location to the other using COSTDI5rANCE in 
ARcGIS version 9.2 (ESRl 2(09). Euclidean distance (lBD 
distance) was calculated from the UTM coordinates 
between all pairs of individuals. The barrier-cost distance 
(lBB distance) was represented as a model matrix simi­
larly to the Legendre & Legendre (1998), with pair-wise 
distance equal to 1 for two individuals from opposite 
sides of a complete barrier separating approximately half 
of the 1000 individuals, and pair-wise distance equal to 0 
for two individuals from the same side of the barrier 
(panmixia; see Fig. 1 for the barrier delineation). 

For each scenario, we perfonned a partial Mantel test 
to correlate genetic distance to IBR distance accounting 
for IBD distance using the library 'ecodist' version 1.1.3 
(Goslee & Urban 2007) in the statistical software package 
R (R Development Core Team 2009). Because of the highly 
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correlated hypotheses of IBR, IBD and IBB (Mantel 
r =0.938 for IBD to IBR, Mantel r =0.984 for IBD to IBB, 
and Mantel r =0.972 for IBB to IBR), we used causal 
modelling, which involves a series of diagnostic Mantel 
and partial Mantel tests (e.g. Cushman et al. 2006). These 
included a simple Mantel test to correlate genetic dis­
tance to IBR distance and partial Mantel tests to correlate 
genetic distance to IBR distance accounting for IBD 
distance, IBR distance accounting for IBB distance, IBB 
distance accounting for IBR distance, and IBD distance 
accounting for IBR distance. For all tests, we calculated 
Mantel's r and p-value based on 1999 permutations, corre­
sponding to a 0.005 precision for the cutoff value, 
C1. = 0.05. 

Successful identification of the underlying generating 
process, say IBR for example, required a combination of 
three significant correlations with genetic distance (Man-­
tel test of IBR distance, partial Mantel test of IBR distance 
accounting for IBD distance, and partial Mantel test of 
IBR distance accounting for IBB distance) and two non­
significant correlations with genetic distance (partial 
Mantel test of IBD distance accounting for IBR distance 
and partial Mantel test of IBB distance accounting for IBR 
distance). 

Based on the 50 replicate simulations for each parame­
ter combination, we modelled the probability of success­
fully identifying the correct landscape resistance model 
for varying combinations of three covariates (number of 
individuals, number of loci, and number of alleles per 
locus) separately for the two time steps of 20 and 400 gen­
erations. The modelled response variable was the proba­
bilityof correctly identifying the generating process (IBR) 
as described earlier, and this probability was skewed 
towards success (i.e" probability = 1). Therefore, we used 
a hurdle model approach (Martin et al. 2005; ver Hoef & 
Jansen 2007), which is a two-step process. First, we mod­
elled the response variable with a logistic model using a 
binary response variable where 1 equals successful iden­
tification of the generating process and 0 equals unsuc­
cessful process identification. For the predicted 
probability of success, we used a cut-off of 0.95, so that 
parameter combinations with predicted success probabil­
ities ~.95 received a predicted response value of 1, those 
with predicted probabilities of <0.95 a value of O. In order 
to allow for nonlinear response (such as levelling off after 
an initial increase with increasing numbers of samples, 
loci, or alIeles per locus) of probability of success to each 
of the three covariates, we included both linear and qua­
dratic terms. We ran all possible model combinations, 
and the top model for each time step was selected by 
minimizing Akaike's Information Criterion (AIC). 

The second step of the hurdle modelling approach 
involved modelling the observations with a predicted 
probability <0.95 using linear regression. The probabilities 
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were not subjected to arcsine transformation (Warton & 
Hui 2011). We analysed the same covariates as in the 
logistic (binary) component of the analysis. Again, all 
possible model combinations were run, and the top 
model for each time step was selected based on Arc. 

Results 

Mean equilibrium partial Mantel r was low when num­
ber of loci and alleles were both small and rose convexly 
with increases In alleles and loci (Fig. 2a,b). This indi­
cated a rapid nonlinear increase in equilibrium partial 
Mantel r with increases in alleles and lod. The equilib­
rium partial Mantel r was <0.4 when five lod with three 
alleles per locus were analysed, and rose to over 0.70 
when 25 loci with 25 alleles each were analysed. In con­
trast to the relatively large effects of number of lod and 
number of alleles per locus, the number of individuals 
sampled from the population had little effect. 

However, a comparison between the overall partial 
Mantel r values from a sample of 1000 individuals 
(Fig. 2a) toa sample of 10 individuals (Fig. 2b) revealed a 
smoother convex pattern with higher number of indi­
viduals (Le. higher precision). In fact, strong effects are 
seen with nwnber of alleles per locus, number of loci 
analysed per individual, and number of individuals on 
the standard deviation of equilibrium partial Mantel r 
(Fig. 2c,d). Variability in equilibrium partial Mantel r 

Population size 1000 

among simulation runs decreas~d substantially with 
increases in either number of alleles per locus, number of 
loci per individual, or number of individuals sampled 
from the population. 

Using the causal modelling framework, we found that 
number of individuals, number of loci per individual, 
and number of alleles per locus all contributed to the 
probability of success in identifying the generating pro­
cess IBR, but to different degrees. In models for both gen­
eration 20 and 400, the most supported logistic and linear 
models based on AIC included all three predictors 
(Table 1). The inclusion of the quadratic term for each 
variable in the top models suggested the positive influ­
ence of each covariate reaches an asymptote across the 
range of values we examined. For ease of interpretation, 
we did not standardize covariates (e.g. z-scores) prior to 
analysis. The coefficient estimates (Table 1) are directly 
influenced by the scale of the predictor variable. There­
fore, the small beta estimates for the number of individ­
ual variable should be interpreted with caution. 
Increasing number of individuals had an influence on the 
predicted probability surface at generation 20 (Fig. 3a--c). 

The number of alleles per locus and the number of 
loci had very similar scales, allowing for direct compari­
son of the beta values. Number of alleles per locus had a 
slightly larger impact on probability of success at a given 
number of individuals than did the number of loci used. 
The probability of a correct causal model result increased 

Population size 10 

_0.3 
_o.~ 

_o.s 
_all 

0.7 
0.8 

Fig. 2 Surfaces showing eqUilibrium partial Mantel r values at generation 400 as a function of number of loci and number of alleles for: 
1000 individuals (a), 10 individuals (b). Surfaces for: standard deviation of equilibrium partial Mantel r for 1000 individuals (c), and 10 
individuals (d). 
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Table 1 The top logistic and linear models (chosen using AIC) for probability of success within the casual modelling framework 

Logistic models 

Gen L L2 
5 52 A A2 Int AIC 

20 0.808 -0.018 0.031 -0.000 0.963 -0.018 -22.332 308.059 
400 0.194 -0.004 0.036 -0.000 0.368 -0.009 -7.548 373.867 

Linear models 

Gen L L2 S 52 A A2 Int AIC 

20 0.033 -0.001 0.003 -0.000 0.086 -0.002 -0.287 -156.441 
400 0.024 -0.001 0.003 -0.000 0.013 -0.000 0.781 -277.686 

Gen, generation; L, number ofloci; 5, number of individuals sampled; A, number of slarting alleles; Int, intercept; AIC, Akaike's Infor­
mation Criterion. 

dramatically with increasing number of individuals, 
number of alleles and number of loci (Fig. 3). At genera­
tion 400, the probability of success was high for alllod by 
allele combinations with number of individuals higher 
than 100. 

Discussion 

Much work in landscape genetics has focused on testing 
hypothesized relationships between landscape pattern 
and genetic differentiation in spatially structured popu­
lations (Coulon et at. 2006; Cushman et at. 2006; McRae 
2006; Schwartz et al. 2009; Shirk et al. 2010). This analy­
sis formally evaluates the effects of number of loci, 
number of alleles per locus and number of sampled 
individuals on landscape genetic inference using a cau­
sal mOdelling framework. By using an individual-based 
simulation program specifically designed to simulate 
gene-flow processes across resistance landscapes (Land­
guth & Cushman 2010), we were able to control the 
generating process and conduct a simulation experi­
ment in which number of loci, alleles per locus and 
number of individuals sampled were systematically var­
ied. This factorial simulation provided a robust means 
to comprehensively evaluate the interactive effects of 
different numbers of individuals, loci and alleles on the 
resulting relationships between landscape pattern and 
gene flow. 

We evaluated both the equilibrium value of the partial 
Mantel correlation between genetic distance and land­
scape-eost distance, and the ability of causal modelling 
with partial Mantel tests to correctly identify IBR as the 
generating process. The equilibrium partial Mantel corre­
lation between genetic and cost distances is a convex 
function of number of loci, number of alleles, and num­
ber of individuals sampled from the population. The 
magnitude of correlations between landscape pattern 
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and genetic structure of a population of organisms is 
highly dependent on the number of loci analysed per 
individual, and the number of alleles at each of those lod. 
The number of individuals used in the analysis has little 
effect on the equilibrium value of this correlation. How­
ever, the variability of the correlation among pairs of 
individuals decreases substantially with increasing num­
ber of individuals, as well as increasing loci and alleles. 
Thus, stronger relationships will be found when larger 
numbers of loci are used, and when loci are more vari­
able. This implies that two otherwise identical studies 
with differing sampling intensities are likely to find land­
scape patterns with vastly different Mantel r values and 
thus effect sizes, reconfirming that comparisons between 
studies with different number of loci or alleles per locus 
is problematic. 

Under the simulation conditions used here, the power 
of a causal modelling approach to correctly identify the 
generating process is nearly perfect under equilibrium 
genetic conditions. Under nonequilibrium conditions, the 
power to correctly identify the generating process 
increases substantially with the number of loci, alleles 
per locus, and individuals analysed. The number of loci 
used in landscape genetic studies varies but is typically 
at least 10, and is likely to increase in the near future with 
improving genomic methods to isolate microsatellite loci. 
The number of alleles per locus is also quite variable (e.g. 
3-25 alleles per locus), and unfortunately beyond the 
control of the researcher. Examining the probability of 
correctly identifying the generating process at 15 loci, 
with 10 alleles per locus (a realistic scenario) reveals that 
our ability to correctly identify the generating process is 
low «0.20) with a 100 individuals. As the number of 
individuals increases to 300, the probability increases to 
",,0.7 and is essentially 1.0 with 500 individuals. Interest­
ingly, if 25 loci were available with 25 alleles per locus, 
even a small number of individuals (l00) could be used 
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Fig. 3 Relationship between number of alleles, number of loci and the probability of success using the top logistic models for three 
number of individuals: 100 at generation 20 (a), 100 at generation 400 (b), 300 at generation 20 (e), 300 at generation 400 (d), 500 at genera­
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to correctly identify a generating landscape pattern. To 
date/ polymorphism in rnicrosatellites used in landscape 
genetic studies are not that high, so that scenario may not 
be realistic at this point in time. Given these effects, there 
may be some trade-off between the number of loci to be 
analysed and the number of individuals to be sampled 
and researchers may obtain better results from increasing 
the number of loci analysed rather than the number or 
individuals sampled, provided that loci are highly poly­
morphic (also see important caveats below). Importantly/ 
number of individuals below 500 with low to moderate 
levels of polymorphism of alleles (5-10) can fail to iden-

Generation 400 

tify the generating process even with large numbers of 
loci. 

In evaluating both the power of the causal modelling 
approach to correctly identify the generating process and 
the influence on the equilibrium mean Mantel rvalue, we 
found that the number of loci analysed and number of 
alleles per locus were more influential than number of 
individuals sampled. However, increasing the number 
of individuals did have an impact on the standard devia­
tion of the equilibrium partial Mantel r (Fig. 2c,d) and 
increased the probability of success using the causal 
modelling approach (Table I, Fig. 3) Thus, while 
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increasing the number of individuals sampled did not 
increase mean equilibrium partial Mantel r (accuracy), it 
did decrease the uncertainty (increasing the precision) of 
equilibrium partial Mantel r estimates and increase the 
power of the causal modelling approach to correctly 
identify the generating process. 

Our results support the conclusions of Cushman & 
Landguth (2010) who showed that causal modelling 
using partial Mantel tests has a high power to identify 
the underlying process of genetic differentiation while 
rejecting correlated alternative hypotheses. By evaluating 
the performance of the causal modelling approach in a 
fully factorial design covering a broad range of numbers 
of alleles per locus, number of loci, and number of sam­
pled individuals, we demonstrated that when a popula­
tion has reached a genetic drift equilibrium, causal 
modelling has nearly perfect ability to correctly identify 
the driving process regardless of the number of lod or 
alleles included in analysis. Our simulations also demon­
strated that even prior to establishment of equilibrium, 
causal modelling can be effective, but its power in such 
cases depends strongly on highly polymorphic loci and 
reasonably large sample sizes of individuals. This study 
suggests that for species with modest generation times 
(e.g., >5 years) and naturally low dispersal, our ability to 
accurately and reliably detect a signal generated by 
recently emerged landscape-level barriers to dispersal 
(e.g. roads or fragmentation of formerly continuous habi­
tat) is really very limited. This is in line with Landguth 
et al. (2010) who showed that genetic studies of species 
with low dispersal might not detect effects of landscape 
barriers for many generations, even if the landscape 
change has resulted in complete isolation of subgroups of 
a previously connected population. 

A few caveats are worth mentioning, which should 
lead to future work. First, all of these studies relied on 
the use of Mantel and partial Mantel testing and future 
work should explore the power of this test in comparison 
with other distance-based methods, such as distance­
based redundancy analysis (see Legendre & Fortin 2010). 
Second, all of these studies used one model of landscape 
resistance. It would be valuable to extend this analysis to 
a wide range of alternative landscapes expressing a range 
of composition and structure and explore how landscape 
patterns interact with sampling intensity. Third, it is 
important to note that this study approach was designed 
for systems of individuals (Le. more realistically repre­
sents an animal system) and that the consequences for 
population-based designs may be different. Finally, our 
study used a spatial random sample drawn from a con­
tinuously distributed underlying population. In reality, 
such a population rarely (if ever) exists and such a sam­
pling design may be nearly impossible to attain or may 
not be appropriate for a species whose distribution is 
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particularly patchy. The effects of spatial sampling 
scheme were not the focus of this study, and we warn 
that effect of differing sampling strategies may have an 
important impact on the ability to determine the generat­
ing process. Future research Should more fully address 
the effects of spatial sampling scheme on landscape 
genetic inferences. Schwartz & McKelvey (2009) demon­
strated that clustered sampling can lead to erroneous 
conclusions about the number of populations when using 
Bayesian clustering approaches to define populations 
when IBD is a driving force. It would be interesting to 
evaluate how a wide range of spatial sampling strategies 
affect the performance of individual-based, cost-distance 
landscape genetic modelling approaches, such as those 
used in this paper. 

Conclusions 

Taken together, these results have several implications. 
First, the magnitude of partial Mantel correlations is 
highly sensitive to the number of alleles per locus and the 
number of loci analysed, reconfirming caution when 
comparing results from different studies. Second, our 
results show that all three variables (loci, alleles, and 
sampled individuals) affect the power of causal model­
ling, but to different degrees. In empirical landscape 
genetic research, there is often a trade-off in cost between 
sampling more individuals or amplifying more loci per 
individual. Our results suggest that when trade-ofEs exist 
between number of individuals and number of loci 
(assuming that the loci involved are highly polymorphic), 
researchers in general may gain a greater benefit in tenns 
of the power to identify the generating process by invest­
ing in relatively more (and more polymorphic) markers 
for relatively fewer individuals. This result is especially 
relevant for the detection of effects on population connec­
tivity from recent landscape change and in the context of 
conservation genetics for species of concern, which tend 
to be rare, cryptic, or difficult to capture, such that it 1.<; 

often impOSSible to obtain large samples of indiViduals. 
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